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Over the years, many software reliability models have been published, quite a few from our own Centre for Software Reliability. Unfortunately, no single model can be universally recommended. In fact, the accuracy of the reliability measures generated by the models varies dramatically: Some models sometimes give good results, some are almost universally awful, and none can be trusted to be accurate at all times. Worse, it does not seem possible to identify in advance those data sets for which a particular model is appropriate.

This unsatisfactory situation has undoubtedly been the major factor in the poor adoption of reliability models. Users who have experienced poor results are once bitten, twice shy, unwilling to try new techniques.

It is with some trepidation that we claim our approach has largely eliminated these problems — our credo contains some caveats. We believe it is now possible in most cases to obtain reasonably accurate reliability measures for software and to have reasonable confidence that this is the case in a particular situation, so long as the reliability levels required are relatively modest.

The italicized words here are important — there are some limits to what can be achieved — but these limits are not so restrictive that they should deter you from trying to measure and predict software reliability in an industrial context.

RELIABILITY AS A PREDICTION PROBLEM

In the form in which it has been most studied, the software-reliability problem involves dynamic assessment and prediction of reliability in the presence of that reliability growth which results from fault removal. This usually involves executing a program in an environment (test or real), observing failures, and fixing the faults...
that caused the failures. The expected failure behavior is therefore reliability growth, at least in the long term, although bad fixes that introduce new faults may cause short-term reversals.

Reliability-growth models use the data collected in this procedure, usually in the form of successive execution times between failures (or sometimes the number of failures in successive measured time intervals), to estimate current reliability and predict future reliability growth.

What's important is that all questions of practical interest involve prediction. Even if you want to know current reliability, you are really asking about the future: In this case, about the random variable \( T \), the time to the next failure. However you express reliability — as a rate of failure occurrence, the probability of surviving a specified mission without failure, the mean time to next failure, or any other convenient way — you are trying to predict the future.

So when you ask if a model is giving accurate reliability measures, you are really asking if it is predicting accurately. This is sometimes overlooked even in the technical literature, where authors have "validated" a model by showing that it can accurately explain past failure behavior and thereby claim that it is "accurate." The ability to capture the past accurately does not necessarily imply an ability to predict accurately. As Niels Bohr said, "Prediction is difficult, especially of the future."

**NEW APPROACH**

Consider the simplest prediction problem: estimating current reliability. Assume you have observed the successive interfailure times \( t_1, t_2, ..., t_n \), and you want to predict the time to next failure, \( T \). To do this, you use a model to obtain an estimate, \( \hat{F}(t) \), of the true (but unknown) distribution function \( F(t) = P(T < t) \). If you knew the true distribution function, you could calculate any current reliability measure.

You start the program again and wait until it fails, which is a realization \( t_i \) of the random variable \( T \). You repeat this operation for some range of values. Informally, you say that the model gives good results if what you observe tends to be in close agreement with what had been predicted.

Our approach is based on formal ways to compare prediction with observation. Of course, this problem would be easier if you could observe the true \( F(t) \) and compare it with the prediction, \( \hat{F}(t) \). But you must somehow use only \( t_i \), which is all you have. This is not a simple problem, and it is compounded because it is nonstationary — you want to predict accurately a sequence of different distributions, from each of which you will observe only one \( t_i \).

However, you can make some simple comparisons. Suppose you need an accurate estimate of only the median of \( T \), the value of \( T \), that is exceeded with probability 1/2. You could count what proportion of the actual \( t_i \) exceeded their predicted medians, and if this proportion is very different from 1/2, you can conclude that the median predictions were poor.

But this analysis does not tell you very much. Even if a series of predictions passed this test, it would give you confidence in the medians only. It does not tell you if other measures are accurate. What you really need is a way to detect any difference between prediction, \( \hat{F}(t) \), and truth, \( F(t) \).

**U-plot.** Our first technique aims to detect systematic differences between predicted and observed failure behavior. The u-plot, described in the box on p. 36, is a generalization of the median check.

The idea behind it is very similar to bias in statistics. In statistics, you use data to calculate an estimator of a population parameter. The estimator is unbiased if its average value is equal to the (unknown) parameter.

Of course, our case is more complex because we want to estimate a function, not just a number, at each stage, and because the problem's inherent nonstationarity means we can detect prediction errors only over a sequence of different predictions.

In the event that the prediction errors are stationary — the nature of the error is the same at every stage — there will be a constant functional relationship between \( F(t) \) and \( \hat{F}(t) \). In such cases, you can use the u-plot to recalibrate the model — essentially training it to learn from its mistakes — and obtain more accurate predictions.

Recalibrating models to improve prediction accuracy exploits the fact that sometimes prediction errors are indeed approximately stationary. Clearly, there is always an unknown function, \( G_i \), that will transform the predicted distribution into the true distribution.

However, only sometimes is this function approximately the same in all cases: \( G_i = G \) for all \( i \).

When it is, you can estimate \( G \) using the comparison of earlier predictions against their corresponding observations and, by adjusting future predictions, improve their accuracy. In fact, the u-plot based on these earlier predictions is a suitable estimator of \( G_i \).

You adjust, or recalibrate, a model in four steps:
1. Obtain the u-plot, \( G_i \), of predictions made before stage \( i \). (It is better if \( G_i \) is a smoothed version of a joined-up, step-function u-plot, so our examples use a spline-smoothed version.)
2. Obtain \( \hat{F}(t) \) from the raw (unrecalibrated) model for prediction at stage \( i \).
3. Calculate the recalibrated prediction \( \hat{F}(t) = G_i[\hat{F}(t)] \).
4. Repeat at each stage \( i \).

This procedure is truly predictive, because it uses only the past to predict the future. You must believe neither that the recalibrated predictions will be better than the raw ones, nor that the prediction errors, \( G_i \), are approximately stationary. You can use other techniques to compare and analyze prediction accuracy, including the sequential likelihood ratio, described next, which can show if recalibration has
You use a u-plot to determine if predictions, \( F(t) \), are on average close to the true distribution, \( F_T(t) \). For example, if you can show that the random variable \( T \) truly had the distribution \( F_T(t) \), then the random variable \( U = F_T(T) \) will be uniformly distributed on \((0,1)\). In statistics, this is called the probability integral transform.¹

If you observe the realization \( T \) and calculate \( U = F_T(T) \), then \( U \) will be a realization of a uniform random variable.

Producing this sequence of predictions gives a sequence \( \{u_i\} \), which should look like a random sample from a uniform distribution. Any departure from the uniformity indicates some deviation between the predictions, \( \{F_i/T\} \), and the truth, \( \{F/T\} \).

To find such departures, you plot a sample distribution function of \( \{u_i\} \). This is a step function, constructed by placing points \( u_1, u_2, \ldots, u_n \) (each of these is a number between 0 and 1) on the interval (0,1). Then, from left to right plot an increasing step function, with each step of height \( 1/(n+1) \) at each \( u \) on the abscissa. The resulting monotonic increasing function has a range (0,1).

This is the u-plot.

We admit that both techniques are nontrivial, and you may find them very unfamiliar at first. This is not surprising, because traditional statistical methods have neglected prediction in favor of estimation. Techniques like PLR analysis have become available only recently. However, it is really very straightforward to use these techniques, which involve nothing more than simple graphical analysis.

### THREE DATA SETS

Here we illustrate how to apply these techniques, using three sets of real failure data.

#### S33 data set

Our first example uses the S33 data set of 278 interfailure times, collected by John Muir.² This data set is unusual because all eight models we use for comparison seem to give extremely poor results as determined by the u-plot, but recalibration dramatically improves all eight. The box on p. 40 lists the models we used.

Figure 1a shows the raw data plotted as cumulative number of failures against total elapsed execution time. Figure 1b shows the successive predictions of the median next time to failure. The graph shows extraordinary disagreement among the models. The LV and KL models give results that are far more pessimistic than the other six. Although the graph applies to the predicted medians only, if these are inaccurate, then other measures of reliability will also be inaccurate.

In fact, the u-plots in Figure 1c show that all predictions are extremely inaccurate; plots differ from the line of unit slope with very high statistical significance. The six models that approximately agree in Figure 1b are in fact much too optimistic — their u-plots are almost always above the line of unit slope. LV and KL, on the other hand, are too pessimistic — their u-plots are generally below the line of unit slope. These results suggest the true medians lie somewhere between the two clusters in Figure 1b.

Figure 1d shows log(PLR) plotted for each model against a reference model, DU. This analysis reveals that KL and LV are significantly superior to all other six models for this data set, even though we know them to be poor, too.

Because all the models give poor u-plots, we have no trustworthy predictions for this data set. Therefore, all models are candidates for recalibration. Figure 1e shows that recalibration brings much closer agreement in the predicted medians. And the u-plots of the recalibrated predictions in Figure 1f are an enormous improvement over the raw predictions. Now none of the deviations from the unit slope is statistically significant.

Figure 1g shows the log(PLR) plots of recalibrated versus raw predictions. The improvement in predictive accuracy is
Figure 1. A real-world example using the SS3 data set. (A) The rate cumulative number of failures plotted against elapsed execution time; (B) and the eight models' divergent predictions of the median next time to failure; (C) All the predictions' cdf differ from the line of unit slope with very high statistical significance. These plots suggest the true median is somewhere between the two clusters to (B). (D) Plotting the sequential likelihood ratio (log(L/R)) for each model against the reference model, DL, shows LV and LK are superior but (G) indicates predictions from all eight models are poor; (E) The reweighted predicted medians (the S suffix means "reallocated") are much closer in agreement; (F) and the weights of the reallocated predictions are considerably improved. (G) The log(L/R) plot of reallocated versus raw predictions shows dramatic improvement in predictive accuracy for all eight; (H) and all reallocated models perform roughly comparably (note the scale change when comparing the graph to (D)).
**ASSESSING PREDICTIVE ACCURACY: PLR**

The prequential likelihood ratio is a way to decide which of a pair of prediction systems gives the most accurate results for a particular data source.

Figure A shows a true distribution (the probability density function) of the time to failure, T, and predictions of the PDF from two models, A and B. A is clearly better than B. Eventually the failure occurs after time t. Obviously, you would expect t to lie in the main body of the true distribution (it is more likely to occur where f(t) is larger). If you evaluate the two predictions at this value of t, you see there is a tendency for model A's prediction to be larger than model B's — model A's PDF tends to have more large values close to the large values of the true distribution than B's. This is what means to say that A's predictions are closer to the truth than B's.

If model A's predictions are more accurate than B's, \( \frac{\hat{f}_A(t)}{\hat{f}_B(t)} \) will tend to be larger than 1. The prequential likelihood ratio is simply a running product of such terms over many successive predictions:

\[
PLR(t) = \prod_{j=1}^{n} \frac{\hat{f}_A(t_j)}{\hat{f}_B(t_j)}
\]

and this should tend to increase with t if model A's predictions are better than B's. Conversely, B's superiority is indicated if this product shows a consistent decrease.

Of course, even if A is consistently more accurate than B, there is no guarantee that a single \( \frac{\hat{f}_A(t_j)}{\hat{f}_B(t_j)} \) will always be greater than one. But you can expect the plot of PLR (or for convenience, its log) to exhibit an overall increase with some fluctuation.

Usually, we are interested in computing the accuracy of more than two prediction sequences. To do this, we select one arbitrarily as a reference and conduct pairwise comparisons of others against it, as above.

PLR is a completely general procedure for identifying the better of a pair of prediction sequences. Apart from the intuitive plausibility of PLR as a means of selecting between many competing prediction methods on a particular data source, support for this technique comes from a more formal asymptotic theory.

---
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**CSR1 data set.** The CSR1 data set, collected from a single-user workstation at the Centre for Software Reliability, represents some 397 user-perceived failures: genuine software failures, plus failures caused by usability problems, inadequate documentation, and so on.

Figure 1h shows that all recalibrated models perform roughly comparably. In this graph, no single plot shows a consistent trend, compared with the corresponding plots in Figure 1d (note the scale change).

Clearly, recalibration had a dramatic effect on the accuracy of the predictions you can make about this data set. Faced with these results, a user would clearly decide which, if any, predictions to trust.

As more data becomes available, of course, you must update the analysis and decide which, if any, predictions to trust. The most important advantage to this procedure is that it lets the data speak for itself and does not require the user to believe ahead of time that a model will give accurate predictions. Since such beliefs are highly questionable, this is an important new way to acquire confidence in reliability predictions.

**CSR1 data set.** The CSR1 data set, collected from a single-user workstation at the Centre for Software Reliability, represents some 397 user-perceived failures: genuine software failures, plus failures caused by usability problems, inadequate documentation, and so on.

Figure 1h shows that all recalibrated models perform poorly — all deviations from the unit slope are significant. More to the point, there are great differences in the nature of the prediction errors: JM, GO, LM, and LNHPP are too optimistic; KL and LV are pessimistic; and MO and DU have a pronounced S-shaped u-plot, intersecting the line of unit slope at about (0.5, 0.5). This indicates MO and DU predict the median time to failure accurately, but are too optimistic in estimating the probability of small times to failure and too pessimistic in estimating large times to failure.

The PLR analysis in Figure 2d shows that KL performs best overall, with LV second. The relatively poor performance of the other models is due partly to bias, as shown by the u-plots, and in some cases partly to noise, as evidenced by the great fluctuations in the medians in Figure 2b.

Once again, none of the raw predictions can be trusted according to the u-plot analysis, and these models are candidates for recalibration. Figure 2c shows the effect of recalibration on the median predictions. The change in medians from Figure 2b is in the right direction, according to the raw u-plots. The u-plots of the recalibrated predictions in Figure 2f confirm that there has indeed been an improvement. However, only KLS has a plot that does not significantly deviate from the line of unit slope (although MOS, DU, LNHPP, and LVs are only just significant).

While the u-plots for MOS and DU improved a great deal, there is little change in the medians (Figures 2b and 2e). This is because the raw medians were very accurate, but other points on the raw predictive distributions were not, and these have been improved by recalibration.

Figure 2g shows a steady increase in all log(PLR) plots and confirms that, in all...
Figure 2. Analysis of the CSK data set. (A) The cumulative failure plot for the raw data and (B) the median predictions from the eight models. There is marked disagreement among the models for when reliability growth starts, about halfway through the data. (C) The u-plot shows that some models are too optimistic, others too pessimistic, and the S-shaped curves of two models indicate they predict the median time to failure accurately, but neither small nor large times to failure. (D) The PLR analysis indicates JK and LV are giving the most accurate predictions. (E) The recalibrated models' median predictions. The change from (D) is in the right direction, according to the raw u-plot. (F) Improvement is confirmed by the u-plot of the recalibrated predictions and the (G) study increase in all log (PLR) plot. In all cases, the recalibrated predictions are superior to the raw ones, with (H) the best predictions coming from DUS.
EIGHT MODELS

In applying our techniques, we used these eight reliability models:

- *Jelinski-Moranda (JM):* One of the earliest models, it assumes that failures occur at random and that all faults contribute equally to unreliability. It also assumes that
  - is perfect, thus, a program's failure rate improves by the same amount at each fix.


- *Littlewood (LM):* Similar to JM, except it assumes that different faults have different sizes (they contribute unequally to unreliability). It assumes larger faults tend to be removed early, so there is a law of diminishing returns in debugging. (B. Littlewood, "Stochastic Reliability Growth: A Model for Fault-Removal in Computer Program and Hardware Designs," *IEEE Trans. Reliability,* Oct. 1981, pp. 313-320)


Cases, the recalibrated predictions are superior to the raw ones. The greatest improvement is in DU, but this is largely because this model performs so poorly without recalibration. Figure 2h shows that after recalibration, the best predictions are coming from DUS, with KLS and LVS next best.

In this case, you would be advised to use DUS, bearing in mind that you must repeat this analysis at future stages in case there should be a reversal in fortunes among the models. Here, recalibration has turned the worst-performing model, DU, into the best, DUS.

In this analysis, we have deliberately taken no account of the fact that there seems to be little evidence of reliability growth until quite late — we have blindly applied the models and the recalibration procedure as a naive user would. Clearly, you could do some simple preprocessing to detect the early stationarity of the data, such as applying simple tests for trend. You could then exclude the early part of the data in applying the growth models. However, we do not introduce this complication here to save space.

**CSR2 data set.** Our third data set is a subset of the second — failures that are known to be due to software faults. The data displayed in Figure 3a is notable for several extremely large interfailure times, including one of 9,549 minutes. Although you might think that these large numbers are outliers that should be excluded from the data, such exclusion can only be justified in the face of real evidence.

Unfortunately, there is no obvious statistical test for outliers for non-stationary data. Because the problem of outliers may arise frequently in practice — and it has no obvious solution — we retained the possibly extreme values to show their effect on the models and the analysis.

The median predictions in Figure 3b show that the models respond to the large times differently. Four models (JM, LNHPP, GO, and LM) respond dramatically to a large time by making the next predicted median much larger, and this relative optimism continues for many predictions before dying away. Two models (LV and KL) seem completely unaffected by large times, exhibiting a much smoother and steadier median growth. Two others (MO and DU) are affected only slightly.

The x-plots in Figure 3c confirm that the models most affected by large times give very optimistic predictions. LV and KL are too pessimistic. The best x-plots come from MO and DU, but even these are poor. Once again, we have objective evidence that all these models are giving inaccurate results.

The PLR analysis in Figure 3d is greatly influenced by the ability of the models to cope with a very large time. LV and KL cope best because they give a predictive distribution that assigns fairly high probability to large times; DU is worst. If we were to omit the 9,549 observation and join the plots, KL and LV are still superior and there is little difference among the others.

The main point, though, is that on this evidence none of the predictions can be trusted and recalibration is appropriate. Figure 3f shows the recalibrated medians, which are in much closer agreement than the raw ones, although the large observa-
Figure 3. Analysis of the CSR2 data set. (A) The ratio data is notable for several extremely large interfailure times. (B) The models respond to the large times differently; four make the next predicted failure much larger, two are only slightly affected, and two others seem completely unaffected. (C) The models most affected by large times give very optimistic predictions, but all models give inaccurate results; (D) the PLR analysis is greatly influenced by the ability of the models to cope with a very large time. (E) The large observation still has a lingering effect on some recalibrated models, but (F) the u-plots are dramatically improved. (G) The PLR analysis provides overwhelming evidence that recalibration works very well for most models; (H) comparing recalibrated predictions again shows the huge effect of the single, large observation. Ignoring this observation, the predictions are roughly comparable in accuracy.
tion still has a lingering effect on some models. The n-plots in Figure 3f show a dramatic improvement — no deviations are statistically significant at the 10 percent level.

There is overwhelming evidence from the PLR analysis of recalibrated versus raw predictions in Figure 3g that recalibration is working very well for most models. It provides the least improvement for KL and LV, but these models needed the least improvement.

Finally, the comparison of recalibrated predictions in Figure 3h, shows again the huge effect of the single large observation. KL models are best, but all the evidence for their superiority comes merely from this one data set.

In the examples we chose, the raw models perform badly. We deliberately chose these examples to show the power of the recalibration technique, but sometimes a model will perform reasonably well before recalibration. From a user's point of view, this is immaterial. Recalibration is easy to do and is genuinely predictive, so it should be applied as a matter of course. Then it is easy to use the analytical methods to find which version (raw or recalibrated) is performing best.

Although these techniques depend on rather novel and subtle statistical methods, we think their actual use and interpretation are comparatively straightforward. At the Centre for Software Reliability, we've developed software — available from us — to do these analyses.

Our approach is suitable for anyone contemplating measuring and predicting software reliability. Most of the time, the results are trustworthy. In rare cases in which none of the models work before or after recalibration, our techniques will serve as a warning.

Finally, a word of caution. Software is being used increasingly in safety-critical applications that demand a very high reliability. This poses enormous — possibly insurmountable — problems for system validation. We emphasize that all our techniques are designed for fairly modest reliability levels. Techniques that depend on reliability growth cannot assure very high reliability without infeasibly large observation periods. It has been argued that assuring ultrahigh reliability is even harder than we have suggested — that essentially it is impossible.
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