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Software reliability engineering (SRE) is an established discipline that can help organizations improve the reliability of their products and processes. The American Institute of Aeronautics and Astronautics (AIAA) defines SRE as “the application of statistical techniques to data collected during system development and operation to specify, predict, estimate, and assess the reliability of software-based systems.” This recommended practice is a composite of models and tools and describes the “what and how” of SRE. It is important for an organization to have a disciplined process if it is to produce high reliability software. The process is described and enhanced to include a life-cycle approach to SRE that takes into account the risk to reliability due to requirements changes. A requirements change may induce ambiguity and uncertainty in the development process that cause errors in implementing the changes. Subsequently, these errors may propagate through later phases of development and maintenance. These errors may result in significant risks associated with implementing the requirements. For example, reliability risk (i.e., risk of faults and failures induced by changes in requirements) may be incurred by deficiencies in the process (e.g., lack of precision in requirements). Figure a shows the overall SRE closed-loop holistic process. The arrows signify the flow of software product, information, and/or failure data.

The scope of this recommended practice is to address software reliability (SR) methodologies and tools. This recommended practice does not address systems reliability, software safety, nor software security. The recommended practice only briefly addresses software quality. This recommended practice provides a common baseline for discussion and prescribes methods for assessing and predicting the reliability of software. The recommended practice is intended to be used in support of designing, developing, and testing software and to provide a foundation on which practitioners and researchers can build consistent methods for assessing the reliability of software. It is intended to meet the needs of software practitioners and users who are confronted with varying terminology for reliability measurement and a plethora of models and data collection methods. This recommended practice contains information necessary for the application of SR measurement to a project. This includes SR activities throughout the software life cycle (SLC) starting at requirements generation by identifying the application, specifying requirements, and analyzing requirements and continuing into the implementation phases. It also serves as a reference for research on the subject of SR.

It includes guidance on the following:

- Common terminology.
- Assessment of SR risk.
Determining whether previously applied software processes are likely to produce code that satisfies a given SR requirement.

Software design process improvement evaluation and software quality.

SR assessment procedures (i.e., measure current software reliability).

Test selection and model selection.

Data collection procedures to support SR estimation and prediction.

Determining when to release a software system, or to stop testing the software and implement corrections.

SR prediction (i.e., predict future software reliability). This includes the calculation of the probability of occurrence of the next failure for a software system, and other reliability metrics.

Identify elements in a software system that are leading candidates for redesign to improve reliability.

Revisions to the document and notes

This document is a revision of AIAA R-013-1992, Recommended Practice on Software Reliability. The following changes and additions are designed to enhance its usability:

“Recommended models” has been changed to “initial models” to reflect the fact that this document is a recommended practice. The meaning of “initial models” is that models in this category are designated for initial use. If none of these models is satisfactory for the user’s application, the models described in Annex A can be considered.

Life-cycle approach to SRE.

SRE process diagram (see Figure a).

Inclusion of reliability requirements risk assessment.

Additions to 5.1.

Identify application.

Specify the reliability requirement.

Allocate the requirement.

Correct designation of informative clauses.

Simplified and clarified language.

Elimination of mathematics that do not support the objectives of the recommended practice.

Correct use of “shall,” “should,” and “may” to indicate conformance with the recommended practice.

Correction of errors.

Upgrade of Schneidewind initial model.


Deletion of Assumption 1 in the Musa/Okumoto model.

The Littlewood/Verrall model has been moved from “initial models” to Annex A because many of its terms were not defined.

The numbers in brackets correspond to those of the bibliography in Annex G.
Structure of the recommended practice

This recommended practice contains five clauses and seven annexes as follows:

— Clause 1 is the introduction, including scope, purpose, audience, and relationships between hardware and SR.
— Clause 2 contains definitions of terms used in this recommended practice.
— Clause 3 gives an overview of SRE.
— Clause 4 provides a list of activities that should be carried out in order to conform with this recommended practice.
— Clause 5 provides information on recommended SR prediction models.
— Annex A provides information on additional SR prediction models.
— Annex B describes methods for combining hardware and SR predictions into a system reliability prediction.
— Annex C provides information on using the recommended practice to help obtain system reliability (including both hardware and SR).
— Annex D contains Table D.1, which lists the two most popular SR measurement tools.
— Annex E contains a comparison of constant, linearly decreasing, and exponentially decreasing models.
— Annex F provides SR prediction tools prior to testing during the early design phases.
— Annex G contains a bibliography of over 70 papers and books about SRE.

Clause 1, Clause 2, and Clause 3 should be read by all users. Clause 3, Annex A, and Annex C provide the basis for establishing the process and the potential uses of the process. Subclause 5.6.1 provides the foundation for establishing an SR data collection program, as well as what information needs to be collected to support the recommended models, which is also described in Annex A. Annex D identifies tools that support the reliability database, as well as the recommended models and the analysis techniques described in Clause 4, Annex A, and Annex C. Finally, to improve the state of the art in SRE continuously, recommended practice users should typically review Clause 1, Clause 2, and Clause 3 and begin applying the techniques described in 5.5, and concluding with Annex D and Annex F on reliability tools.
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IMPORTANT NOTICE: This standard is not intended to assure safety, security, health, or environmental protection in all circumstances. Implementers of the standard are responsible for determining appropriate safety, security, environmental, and health practices or regulatory requirements.

This IEEE document is made available for use subject to important notices and legal disclaimers. These notices and disclaimers appear in all publications containing this document and may be found under the heading “Important Notice” or “Important Notices and Disclaimers Concerning IEEE Documents.” They can also be obtained on request from IEEE or viewed at http://standards.ieee.org/IPR/disclaimers.html.

1. Overview

1.1 Scope

Software reliability (SR) models have been evaluated and ranked for their applicability to various situations. Many improvements have been made in SR modeling and prediction since 1992. This revised recommended practice reflects those advances in SR since 1992, including modeling and prediction for distributed and network systems. Situation specific usage guidance was refined and updated. The methodologies and tools included in this recommended practice are extended over the software life cycle (SLC).

1.2 Purpose

The recommended practice promotes a systems approach to SR prediction. Although there are some distinctive characteristics of aerospace software, the principles of reliability are generic, and the results can be beneficial to practitioners in any industry.

1.3 Intended audience

This recommended practice is intended for use by both practitioners (e.g., managers, software developers/engineers, software acquisition personnel, technical managers, and software quality and SR personnel) and researchers. Researchers are considered to be academics in universities and personnel doing research work in government and industry laboratories.
It is assumed that users of this recommended practice have a basic understanding of the SLC and an understanding of statistical concepts.

1.4 Applications of software reliability engineering

The techniques and methodologies presented in this recommended practice have been successfully applied to software projects by industry practitioners in order to do the following:

— Assess SR risk
— Indicate whether a previously applied software process is likely to produce code that satisfies a given SR requirement
— Provide a measure for software design process improvement evaluation and software quality
— SR assessment procedures (i.e., measure current software reliability)
— Data collection procedures to support SR estimation and prediction
— Determine when to release a software system, or to stop testing the software and make improvements
— Calculate the probability of occurrence of the next failure for a software system, and other reliability metrics
— Identify elements in a software system that are leading candidates for redesign to improve reliability
— Indicate software maintenance effort by assessing SR
— Assist software safety certification

1.5 Relationship to hardware reliability

The creation of software and hardware products is alike in many ways and can be similarly managed throughout design and development. While the management techniques may be similar, there are genuine differences between hardware and software (see Kline [B36], Lipow and Shooman [B39]1). Examples are as follows:

— Changes to hardware require a series of important and time-consuming steps: capital equipment acquisition, component procurement, fabrication, assembly, inspection, test, and documentation. Changing software is frequently more feasible (although effects of the changes are not always clear) and often requires only testing and documentation.
— Software has no physical existence. It includes data as well as logic. Any item in a file can be a source of failure.
— One important difference is that hardware is constrained by physical law. One effect is that testing is simplified, because it is possible to conduct limited testing and use knowledge of the physics of the device to interpolate behavior that was not explicitly tested. This is not possible with software, since a minor change can cause failure.
— Software does not wear out. Furthermore, failures attributable to software faults come without advance warning and often provide no indication they have occurred. Hardware, on the other hand, often provides a period of graceful degradation.

1 The numbers in brackets correspond to those of the bibliography in Annex G.
— Software may be more complex than hardware, although exact software copies can be produced, whereas manufacturing limitations affect hardware.

— Repair generally restores hardware to its previous state. Correction of a software fault always changes the software to a new state.

— Redundancy and fault tolerance for hardware are common practice. These concepts are only beginning to be practiced in software.

— Hardware reliability is expressed in wall clock time. SR may be expressed in execution, elapsed, or calendar time.

Despite the previously listed differences, hardware and SR must be managed as an integrated system attribute. However, these differences must be acknowledged and accommodated by the techniques applied to each of these two types of subsystems in reliability analyses.

2. Definitions

For the purposes of this recommended practice, the following terms and definitions apply. The Authoritative Dictionary of IEEE Standards Terms [B22] and IEEE Std 610.12™-1990 [B23] should be referenced for terms not defined in this clause.

2.1 assessment: Determining what action to take for software that fails to meet goals (e.g., intensify inspection, intensify testing, redesign software, and revise process).

NOTE—The formulation of test strategies is also part of assessment. Test strategy formulation involves the determination of priority, duration, and completion date of testing, allocation of personnel, and allocation of computer resources to testing.2

2.2 calendar time: Chronological time, including time during which a computer may not be running.

2.3 clock time: Elapsed wall clock time from the start of program execution to the end of program execution.

2.4 error: (A) A discrepancy between a computed, observed, or measured value or condition and the true, specified or theoretically correct value or condition. (B) Human action that results in software containing a fault. A coding error may be considered a defect, but it may or may not be considered a fault. Usually, any error or defect that is detected by the system and/or observed by the user is deemed a fault. All faults are serious errors that should be corrected. Not all errors are faults.

NOTE—Examples include omission or misinterpretation of user requirements in a software specification and incorrect translation or omission of a requirement in the design specification.

2.5 execution time: (A) The amount of actual or central processor time used in executing a program. (B) The period of time during which a program is executing.

2.6 failure: (A) The inability of a system or system component to perform a required function within specified limits. (B) The termination of the ability of a functional unit to perform its required function. (C) A departure of program operation from program requirements.

NOTE—A failure may be produced when a fault is encountered and a loss of the expected service to the user results.

---

2 Notes in text, tables, and figures of a standard are given for information only and do not contain requirements needed to implement this recommended practice.
2.7 failure rate: (A) The ratio of the number of failures of a given category or severity to a given period of time; for example, failures per second of execution time, failures per month. Synonymous with failure intensity. (B) The ratio of the number of failures to a given unit of measure, such as failures per unit of time, failures per number of transactions, failures per number of computer runs.

2.8 failure severity: A rating system for the impact of every recognized credible software failure mode.

NOTE—The following is an example of a rating system:

- Severity #1: Loss of life or system
- Severity #2: Affects ability to complete mission objectives
- Severity #3: Workaround available, therefore minimal effects on procedures (mission objectives met)
- Severity #4: Insignificant violation of requirements or recommended practices, not visible to user in operational use
- Severity #5: Cosmetic issue that should be addressed or tracked for future action, but not necessarily a present problem.

2.9 fault: (A) A defect in the code that can be the cause of one or more failures. (B) An accidental condition that causes a functional unit to fail to perform its required function. A fault is synonymous with a bug. A fault is an error that should be fixed with a software design change.

2.10 fault tolerance: The survival attribute of a system that allows it to deliver the required service after faults have manifested themselves within the system.

2.11 integration: The process of combining software elements, hardware elements, or both into an overall system.

2.12 maximum likelihood estimation: A form of parameter estimation in which selected parameters maximize the probability that observed data could have occurred.

2.13 module: (A) A program unit that is discrete and identifiable with respect to compiling, combining with other units, and loading; for example, input to or output from an assembler, compiler, linkage editor, or executive routine. (B) A logically separable part of a program.

2.14 operational: Pertaining to the status given a software product once it has entered the operation and maintenance phase.

2.15 parameter: A variable or arbitrary constant appearing in a mathematical expression, each value of which restricts or determines the specific form of the expression.

2.16 reliability risk: The probability that requirements changes will decrease reliability.

2.17 software quality: (A) The totality of features and characteristics of a software product that bear on its ability to satisfy given needs, such as conforming to specifications. (B) The degree to which software possesses a desired combination of attributes. (C) The degree to which a customer or user perceives that software meets his or her composite expectations. (D) The composite characteristics of software that determine the degree to which the software in use will meet the expectations of the customer.

2.18 software reliability (SR): (A) The probability that software will not cause the failure of a system for a specified time under specified conditions. (B) The ability of a program to perform a required function under stated conditions for a stated period of time.
NOTE—For definition (A), the probability is a function of the inputs to and use of the system, as well as a function of the existence of faults in the software. The inputs to the system determine whether existing faults, if any, are encountered.

2.19 software reliability engineering (SRE): The application of statistical techniques to data collected during system development and operation to specify, estimate, or assess the reliability of software-based systems.

2.20 software reliability estimation: The application of statistical techniques to observed failure data collected during system testing and operation to assess the reliability of the software.

2.21 software reliability model: A mathematical expression that specifies the general form of the software failure process as a function of factors such as fault introduction, fault removal, and the operational environment.

2.22 software reliability prediction: A forecast or assessment of the reliability of the software based on parameters associated with the software product and its development environment.

3. Software reliability modeling—Overview, concepts, and advantages

3.1 General

Software is a complex intellectual product. Inevitably, some errors are made during requirements formulation as well as during designing, coding, and testing the product. The development process for high-quality software includes measures that are intended to discover and correct faults resulting from these errors, including reviews, audits, screening by language-dependent tools, and several levels of test. Managing these errors involves describing the errors, classifying the severity and criticality of their effects, and modeling the effects of the remaining faults in the delivered product, and thereby working with designers to reduce their number of errors and their criticality.

NOTE—The IEEE standard for classifying errors and other anomalies is IEEE Std 1044™-1993 [B25].

Dealing with faults costs money. It also impacts development schedules and system performance (through increased use of computer resources such as memory, CPU time, and peripherals requirements). Consequently, there can be too much as well as too little effort spent dealing with faults. The system engineer (along with management) can use reliability estimation and assessment to understand the current status of the system and make tradeoff decisions.

3.2 Basic concepts

Clause 3 describes the basic concepts involved in SRE and addresses the advantages and limitations of SR prediction and estimation. The basic concept of reliability predictions and assessments of electronic systems and equipment is described in IEEE Std 1413™-1998 [B28]. The objective of IEEE Std 1413-1998 [B28] is to identify required elements for an understandable, credible reliability prediction, which will provide the users of the prediction sufficient information to evaluate the effective use of the prediction results. A reliability prediction should have sufficient information concerning inputs, assumptions, and uncertainty, such that the risk associated with using the prediction results would be understood.

There are at least two significant differences between hardware reliability and SR. First, software does not fatigue or wear out. Second, due to the accessibility of software instructions within computer memories, any line of code can contain a fault that, upon execution, is capable of producing a failure.
An SR model specifies the general form of the dependence of the failure process on the principal factors that affect it: fault introduction, fault removal, and the operational environment. The failure rate (failures per unit time) of a software system is generally decreasing due to fault identification and removal, as shown in Figure 1. At a particular time, it is possible to observe a history of the failure rate of the software. SR modeling is done to estimate the form of the curve of the failure rate by statistically estimating the parameters associated with the selected model. The purpose of this measure is twofold: 1) to estimate the extra execution time during test required to meet a specified reliability objective and 2) to identify the expected reliability of the software when the product is released.

![SR failure rate curve](Figure 1—SR failure rate curve)

### 3.3 Limitations of software reliability assessment and prediction

SR models can both assess and predict reliability. The former deals with measuring past and current reliabilities. The latter provides forecasts of future reliability. The word “prediction” is not intended to be used in the common dictionary sense of foretelling future events, particularly failures, but instead as an estimate of the probabilities of future events. Both assessment and prediction need good data if they are to yield good forecasts. Good data implies accuracy (that data is accurately recorded at the time the events occurred) and pertinence (that data relates to an environment that is equivalent to the environment for which the forecast is to be valid). A negative example with respect to accuracy is the restricting of failure report counts to those, which are completely filled out. This is negative because they may represent a biased sample of the total reports. A negative example with respect to pertinence would be the use of data from early test runs at an uncontrolled workload to forecast the results of a later test executed under a highly controlled workload.

### 3.4 Prediction model advantages/limitations

The premise of most prediction models is that the failure rate is a direct function of the number of faults in the program and that the failure rate will be reduced (reliability will be increased) as faults are detected and eliminated during test or operations. This premise is reasonable for the typical test environment and it has been shown to give credible results when correctly applied. However, the results of prediction models will be adversely affected by the following factors:
— Change in failure criteria
— Significant changes in the code under test
— Significant changes in the computing environment.

All of these factors will require the estimation of a new set of reliability model parameters. Until these can be established, the effectiveness of the model will be impaired. Estimation of new parameters depends on the measurement of several execution time intervals between failures or failure counts in intervals.

Major changes can occur with respect to several of the previously listed factors when software becomes operational. In the operational environment, the failure rate is a function of the fault content of the program, of the variability of input and computer states, and of software maintenance policies. The latter two factors are under management control and are utilized to assess an expected or desired range of values for the failure rate or the downtime due to software causes. Examples of management action that decrease the failure rate include avoidance of high workloads and avoidance of data combinations that have caused previous failures (see Gifford and Spector [B16], Iyer and Velardi [B30]). Software in the operational environment may not exhibit the reduction in failure rate with execution time that is an implicit assumption in most estimation models (see Hecht and Hecht [B19]). Knowledge of the management policies is therefore essential for selection of an SR estimation procedure for the operational environment. Thus, the prediction of operational reliability from data obtained during test may not hold true during operations.

Another limitation of SR prediction models is their use in verifying ultra-high reliability requirements. For example, if a program executes successfully for $x$ hours, there is a 0.5 probability that it will survive the next $x$ hours without failing (see Fenton and Littlewood [B14]). Thus, to have the kind of confidence needed to verify a $10^{-9}$ requirement would require that the software execute failure-free for several billion hours. Clearly, even if the software had achieved such reliability, one could never assure that the requirement was met. The most reasonable verifiable requirement is in the $10^{-3}$ to $10^{-4}$ range.

Many ultra-reliable applications are implemented on relatively small, slow, inexpensive computers. Ultra-reliable applications, such as critical programs could be small (less than 1000 source lines of code) and execute infrequently during an actual mission. With this knowledge, it may be feasible to test the critical program segment on several faster machines, considerably reducing the required test time.

Furthermore, where very high reliability requirements are stated (failure probabilities $<10^{-6}$), they frequently are applicable to a software-controlled process together with its protective and mitigating facilities, and therefore they tend to be overstated if applicable to the process alone. An example of a protective facility is an automatic cutoff system for the primary process and reversion to analog or manual control. An example of a mitigation facility is an automatic sprinkler system that significantly reduces the probability of fire damage in case the software-controlled process generates excessive heat. If the basic requirement is that the probability of extensive fire damage should not exceed $10^{-6}$ probability of failure per day, and if both protecting and mitigating facilities are in place, it is quite likely that further analysis will show the maximum allowable failure rate for the software controlled process to be on the order of $10^{-3}$ probability of failure per day, and hence, within the range of current reliability estimation methods. Where the requirements for the software-controlled process still exceed the capabilities of the estimation methodology after allowing for protective and mitigating facilities, fault tolerance techniques may be applied. These may involve fault tolerance (see Hecht and Hecht [B19]) or functional diversity. An example of the latter is to control both temperature and pressure of steam generation, such that neither one of them can exceed safety criteria. The reduction in failure probability that can be achieved by software fault tolerance depends in a large measure on the independence of failure mechanisms for the diverse implementations. It is generally easier to demonstrate the independence of two diverse functions than it is to demonstrate the independence of two computer programs, and hence functional diversity is frequently preferred.

There is an exception to the premise that failure rate gets better with time and upgrades, as shown with the curve in Figure 1. This curve implies that developed and deployed software keeps getting better with
upgrades without consideration for the state of the design and development environment from which the software originated. If the development platforms, software processes, and design environment remain at a constant high level of maturity, or the environment continuously improves in generating quality software, then the actual failure rate performance is expected to follow the curve in Figure 1. If this is not the case and the development environment deteriorates, and the development team loses capability and expertise over time, then the deployed software eventually reaches a point of diminishing return in which the failure rate increases over time where it is no longer possible to correct errors, or correcting errors leads to other errors. At this point, the software is no longer economical to maintain and must be redesigned or recoded.

4. Software reliability assessment and prediction procedure

4.1 General

This clause provides a recommended practice for the practitioner on how to do SR assessment and prediction and what types of analysis can be performed using the technique. It defines a step-by-step procedure for executing SR estimation and describes possible analysis using the results of the estimation procedure.

4.2 Software reliability procedure

The following 13-step procedure for assessing and predicting SR should be executed. Each step of the procedure should be tailored to the project and the current life-cycle phase.

a) Identify application
b) Specify the requirement
c) Allocate the requirement
d) Make a reliability risk assessment
e) Define errors, faults, and failures
f) Characterize the operational environment
g) Select tests
h) Select models
i) Collect data
j) Estimate parameters
k) Validate the model
l) Perform assessment and prediction analysis
m) Forecast additional test duration

4.2.1 Identify the application

All components of the software application (software product) that are subject to SR assessment or prediction should be identified.

NOTE 1—Example: A diesel generator contains a single computer with a single process that controls the generator. There is only the one component. The goal is to assess the reliability during operation.
NOTE 2—Example: The U.S. Space Shuttle contains many systems. A typical application may contain the following software systems: solid rocket boosters, external tank, orbit processing, navigation, control, launch processing, and reentry processing. Furthermore, each system consists of seven software components. The goal is to specify the reliability of each system and to allocate the reliability to each component.

NOTE 3—This step may be implemented within the Software Requirements Analysis Process in 7.1.2 of IEEE Std 12207™-2008 [B29].

4.2.2 Specify the reliability requirement

The reliability specification should be stated. Components may be combined (for reliability) in series, in parallel, or in combination. For the most conservative analysis and assessment of reliability, a series connection should be used. The reason is that if any component fails, the system fails. Note that this approach is used for prediction. Recognize that the actual connection of software components may not be in succession.

NOTE—This step may be implemented within the Software Requirements Analysis Process in 7.1.2 of IEEE Std 12207-2008 [B29].

4.2.3 Allocate the reliability requirement

Reliability requirements for each component should be allocated. A conservative allocation is a series connection of components. If such is chosen, the Equation (1), Equation (1.1), Equation (1.2), and Equation (1.3) should be carried out, using the following definitions:

\[ i \quad \text{system identification} \]
\[ R_T \quad \text{total reliability of system} \]
\[ R_i \quad \text{system } i \text{ reliability (assumed equal for each system)} \]
\[ n \quad \text{number of components in a system} \]
\[ c_i \quad \text{criticality of system } i \]
\[ t_i \quad \text{specified execution time of system } i \]
\[ T_i \quad \text{mean time that system } i \text{ would survive} \]
\[ \Delta T_i \quad \text{mean time that system } i \text{ fails to meet execution time specification} \]

The total reliability of system \( i \) with \( n \) components in series is given by Equation (1) as follows:

\[ R_T = \prod_{i=1}^{n} R_i \]

(1)

Using Equation (1) and assuming that the system reliabilities \( R_i \) are equal, the reliability of each system is given by Equation (1.1) as follows:

\[ R_i = R_T^{(1/n)} \]

(1.1)

After making the prediction provided by Equation (1.1), estimate the mean time that system \( i \) could survive from Equation (1.2) as follows:

\[ T_i = R_i t_i = R_T^{(1/n)} t_i \]

(1.2)

Furthermore, account for the extent to which the prediction given by Equation (1.2) fails to meet the requirement specification for mean survival time of components. This calculation is provided by Equation (1.3) as follows:
Consider a hypothetical system consisting of \( n = 7 \) software components, with criticality \( c_i \) and execution time \( t_i \) listed in Table 1. The systems have the total reliability requirements, \( R_T \), respectively, listed in Table 1. In this example, the total reliability \( R_T \) is given. In other examples, the objective could be to calculate \( R_T \) from Equation (1).

Table 1 also shows two results of the reliability allocation exercise. Namely, the assessed reliability of each system \( R_i \) and the mean time that component \( i \) fails to meet execution time requirement \( \Delta T_i \).

\[
\Delta T_i = t_i - T_i
\]

It is important to see whether there is a “correct relationship” between \( \Delta T_i \) and the criticality \( c_i \) of system \( i \). For example, looking at Figure 2, \( \Delta T_i \) decreases as \( c_i \) increases. This is the correct relationship. If the plot had been otherwise, the software developer should consider examining the SRE process to determine why the correct relationship was not obtained.

NOTE—This step may be implemented within the Software Architectural Design Process in 7.1.3 of IEEE Std 12207-2008 [B29].

<table>
<thead>
<tr>
<th>( i )</th>
<th>( R_T )</th>
<th>( c_i )</th>
<th>( t_i ) (h)</th>
<th>( R_i )</th>
<th>( \Delta T_i ) (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.90</td>
<td>5</td>
<td>12</td>
<td>0.9851</td>
<td>0.1793</td>
</tr>
<tr>
<td>2</td>
<td>0.91</td>
<td>4</td>
<td>15</td>
<td>0.9866</td>
<td>0.2007</td>
</tr>
<tr>
<td>3</td>
<td>0.92</td>
<td>3</td>
<td>20</td>
<td>0.9882</td>
<td>0.2368</td>
</tr>
<tr>
<td>4</td>
<td>0.93</td>
<td>2</td>
<td>30</td>
<td>0.9897</td>
<td>0.3094</td>
</tr>
<tr>
<td>5</td>
<td>0.94</td>
<td>1</td>
<td>60</td>
<td>0.9912</td>
<td>0.5280</td>
</tr>
<tr>
<td>6</td>
<td>0.95</td>
<td>6</td>
<td>10</td>
<td>0.9927</td>
<td>0.0730</td>
</tr>
<tr>
<td>7</td>
<td>0.96</td>
<td>7</td>
<td>9</td>
<td>0.9942</td>
<td>0.0523</td>
</tr>
</tbody>
</table>

Figure 2—Time that system fails to meet specified execution time requirement, \( \Delta T_i \) versus system criticality \( c_i \)
4.2.4 Make a reliability risk assessment

A reliability risk assessment should be based on the risk to reliability due to software defects or errors caused by requirements and requirements changes. The method to ascertain risk based on the number of requirements and the impact of changes to requirements is inexact, but nevertheless, necessary for early design assessments of large scale systems. It is probably not necessary for smaller systems and modules. Risk assessment is performed by calculating two quantities of the risk, the risk for remaining failures, and risk for the time to next failure. The methods to calculate these two risk metrics for risk assessment are provided in 5.3.1.12.2.

NOTE—This step may be implemented within the Risk Management Process in 6.3.4 of IEEE Std 12207-2008 [B29].

4.2.5 Define errors, faults, and failures

*Project specific* definitions for error, failures, and faults should be provided within the constraints of the definitions in 2.4, 2.6, and 2.9, respectively. These definitions are usually negotiated by the testers, developers, and users. These definitions should be agreed upon prior to the beginning of test. There are often commonalities in the definitions among similar products (i.e., most people agree that a software fault that stops all processing is a failure). The important consideration is that the definitions be consistent over the life of the project. There are a number of considerations relating to the interpretation of these definitions. The analyst must determine the answers to the following questions as they relate to errors, faults, and failures:

— Is an error, failure, or fault counted if it is decided not to seek out and remove the cause of the error, failure, or fault?

— Are repeated errors, failures, or faults counted? If so, how are they counted (e.g., one pattern failure represents several failure occurrences of the same failure type)?

— What is an error, failure, or fault in a fault-tolerant system?

— Is a series of errors, failures, or faults counted if it is triggered by data degradation?

NOTE 1—A discussion of each of these considerations is provided in pp. 77–85 in *Software Reliability: Measurement, Prediction, Application* [B54].

NOTE 2—Projects need to classify failures by their severity. An example classification is provided in the NOTE of 2.8. The classes are usually distinguished by the criticality of the failure to system safety and/or cost of fault correction. It is desirable to consider failure severity by type.

NOTE 3—For some projects, there appears to be relative consistency of failures. For example, if 10% of the failures occurring early in test fall in a particular severity class, about the same percentage will be expected to be found in that class late in test.

NOTE 4—Time measurement based on CPU time or failure counts based on CPU time for failure data are preferred. However, there are approximating techniques, if the direct measurement of CPU time is not available (see pp. 156–158 in *Software Reliability: Measurement, Prediction, Application* [B54]). Failure times should be recorded in execution time or failure counts per execution time interval. However, should execution time not be available, elapsed clock time is a satisfactory approximation. When failure times are collected from multiple machines operating simultaneously, intervals between failures should be counted by considering all machines operating simultaneously. If the machines have different average instruction execution rates, execution times (reciprocal of execution rate) should be adjusted by using the average of the average execution rate.

NOTE 5—This step may be implemented within the Measurement Process in 6.3.7 of IEEE Std 12207-2008 [B29].
4.2.6 Characterize the operational environment

The operational environment should be characterized. This characterization should be based on the following three aspects:

⎯ System configuration—the arrangement of the system’s components. Software-based systems include hardware as well as software components.
⎯ System evolution.
⎯ System operational profile.

NOTE 1—The purpose of determining the system configuration is twofold:

⎯ To determine how to allocate system reliability to component reliabilities
⎯ To determine how to combine component reliabilities to establish system reliability

NOTE 2—In modeling SR, it is necessary to recognize that systems frequently evolve as they are tested. That is, new code or even new components are added. Special techniques for dealing with evolution are provided in pp. 166–176 in Software Reliability: Measurement, Prediction, Application [B54].

NOTE 3—A system may have multiple operational profiles or operating modes. For example, a space vehicle may have ascent, on-orbit, and descent operating modes. Operating modes may be related to the time of operation, installation location, and customer or market segment. Reliability should be assessed separately for different modes if they are significantly different.

NOTE 4—This step may be implemented within the Stakeholder Requirements Definition Process in 6.4.1 of IEEE Std 12207-2008 [B29].

4.2.7 Select tests

Tests and test cases should be selected to reflect how the system will actually be used. Test selection criteria and guidance on the appropriateness of one test over another depending on certain situations (test conditions or use conditions) may be useful.

The tester should select one of the following approaches:

⎯ The test duplicates the actual operational environments (as closely as possible).
⎯ Testing is conducted under severe conditions for extended periods of time.
⎯ The reliability modeling effort must take into account the approach taken by the test team to expose faults so that accurate assessments can be made.

NOTE—This step may be implemented within the System Qualification Testing Process in 6.4.6 of IEEE Std 12207-2008 [B29].

4.2.8 Select models

One or more SR models should be selected and applied. Model selection criteria and guidance on the appropriateness of one model over another depending on certain situations may be useful.

NOTE—This step may be implemented within the Decision Management and Measurement Processes in 6.3.3 and 6.3.7, respectively, of IEEE Std 12207-2008 [B29].
The models described in Clause 5 provided proven accurate results in specific environments, but there is no guarantee that these models will be suitable in all environments; therefore, it is necessary that users compare several models applicable to the user’s environment prior to final selection.

### 4.2.9 Collect data

Data collection should be sufficient to determine if the objectives of the SR effort have been met.

In setting up a reliability program, the following goals should be achieved:

- Clearly defined data collection objectives
- Collection of appropriate data (i.e., data geared to making reliability assessments and predictions)
- Review of the collected data promptly to see ensure that it meets the objectives

A process should be established addressing each of the following steps, which are further described in 5.6.1:

a) Establish the objectives
b) Set up a plan for the data collection process
c) Apply tools
d) Provide training
e) Perform trial run
f) Implement the plan
g) Monitor data collection
h) Evaluate the data as the process continues
i) Provide feedback to all parties

NOTE—This step may be implemented within the Measurement Process in 6.3.7 of IEEE Std 12207-2008 [B29].

### 4.2.10 Estimate parameters

A parameter estimation method should be selected. Three common methods of parameter estimation exist: method of moments, least squares, and maximum likelihood. Each of these methods has useful attributes. Maximum likelihood estimation is the recommended approach.

NOTE 1—This step may be implemented within the Measurement Process in 6.3.7 of IEEE Std 12207-2008 [B29].

NOTE 2—A full treatment of parameter estimation is provided by Farr [B11] and in *Software Reliability: Measurement, Prediction, Application* [B54] and *Software Engineering: Design, Reliability, and Management* [B69]. All of the SRE tools described in Annex B perform parameter estimation, using one or more of these methods.

### 4.2.11 Validate the model

The chosen model or models should be validated. The model validation should also include checking the data collection and parameter estimation methods.
NOTE 1—Several considerations are involved in properly validating a model for use on a given production project. First, it is necessary to deal with the assumptions of the model under evaluation. Choosing appropriate failure data items and relating specific failures to particular intervals of the life-cycle or change increments often facilitate this task (see Schneidewind and Keller [B59]). Depending on the progress of the production project, the model validation data source should be selected from the following, listed in the order of preference:

a) Production project failure history (if project has progressed sufficiently to produce failures)

b) Prototype project employing similar products and processes as the production project

c) Prior project employing similar products and processes as the production project (reference Annex B)

NOTE 2—Using one of these data sources, the analyst should execute the model several times within the failure history period and then compare the model output to the actual subsequent failure history using one of the following:

a) Predictive validity criteria (5.2.2)

b) A traditional statistical goodness-of-fit test [e.g., chi-square or Kolmogorov–Smirnov (K-S)]

NOTE 3—It is important that a model be continuously rechecked for validation, even after selection and application, to ensure that the fit to the observed failure history is still satisfactory. In the event that a degraded model fit is experienced, alternate candidate models should be evaluated using the procedure of 4.2.7 through 4.2.10.

NOTE 4—This step may be implemented within the Measurement Process in 6.3.7 of IEEE Std 12207-2008 [B29].

4.2.12 Perform assessment and prediction analysis

Once the data has been collected and the model parameters estimated, the analyst is ready to perform the appropriate analysis. This analysis should be to assess the current reliability of the software, predict the number of failures remaining in the code, or predict a test completion date.

4.2.12.1 Recommended analysis practice

Subclauses 4.2.12.2 and 4.2.12.3 provide details of analysis procedures that are supported by SRE technology.

4.2.12.2 Assess current reliability

Reliability assessments in test and operational phases basically follow the same procedure. However, there is a difference. During the test phase, software faults should be removed as soon as the corresponding software failures are detected. As a result, reliability growth (e.g., decreasing failure rate over time) should be observed. However, in the operational phase, correcting a software fault may involve changes in multiple software copies in the customers’ sites, which, unless the failure is catastrophic, is not always done until the next software release. Therefore, the software failure rate may not be decreasing.

4.2.12.3 Predict achievement of a reliability goal

The date at which a given reliability goal can be achieved is obtainable from the SR modeling process illustrated in Figure 3. As achievement of the reliability target approaches, the adherence of the actual data to the model predictions should be reviewed and the model corrected, if necessary. Refer to Annex C.

NOTE—This step may be implemented within the Decision Management and Measurement Processes in 6.3.3 and 6.3.7, respectively, of IEEE Std 12207-2008 [B29].
4.2.13 Forecast additional test duration

Additional test duration should be predicted if the initial and objective failure intensities and the parameters of the model are known. (These are identified for each model in Clause 5.)

For the Musa basic exponential model, Equation (2) follows:

\[
\Delta t = \frac{\nu_0}{\lambda_0} \ln \left( \frac{\lambda_0}{\lambda_f} \right)
\]  

(2)

where

- \( \Delta t \) is the test duration in CPU hours
- \( \nu_0 \) is the total failures parameter of the model
- \( \lambda_0 \) is the initial failure intensity
- \( \lambda_f \) is the objective failure intensity

The equivalent formula for the Musa/Okumoto logarithmic Poisson model is given in Equation (3) as follows:

\[
\Delta t = \frac{1}{\theta} \left( \frac{1}{\lambda_f} - \frac{1}{\lambda_0} \right)
\]  

(3)

where

- \( \theta \) is the failure intensity decay parameter
- \( \lambda_0 \) is the initial failure intensity
- \( \lambda_f \) is the objective failure intensity
5. Software reliability estimation models

5.1 Introduction

There are many ways to develop an SR model: a) describe it as a stochastic process; b) relate it to a Markov model; c) define the probability density or distribution function; or d) specify the hazard function. There are the following three general classes of SR prediction models: exponential non-homogeneous Poisson process (NHPP) models, non-exponential NHPP models, and Bayesian models. Subclauses 5.1.1, 5.1.2, and 5.1.3 describe the characteristics of each class.

5.1.1 Exponential NHPP models

Exponential NHPP models use the stochastic process and the hazard function approach. The hazard function, \( z(t) \), is generally a function of the operational time, \( t \). Several different derivations of \( z(t) \) are given by Shooman [B71]. The probability of success as a function of time is the reliability function, \( R(t) \), which is given by Equation (4) as follows:

\[
R(t) = \exp \left[ -\int_0^t z(y)dy \right]
\]  

(4)

Sometimes reliability is expressed in terms of a single parameter: mean time-to-failure (MTTF). MTTF is given by Equation (5) as follows:

\[
MTTF = \int_0^\infty R(t)dt
\]  

(5)

On occasion the reliability function may be of such a form that MTTF is not defined. The hazard function (or failure intensity in pp. 11–18 of Software Reliability: Measurement, Prediction, Application [B54]) or the reliability function can be used in this case. The hazard function can be constant or can change with time.

Representative models in this class include Schneidewind’s model (described in 5.3.1), Shooman’s model, Musa’s basic model, Jelinski and Moranda’s model (described in A.4), and the generalized exponential model (described in 5.3.2). Model objectives, assumptions, parameter estimates, and considerations for using the model are described in the appropriate clause.

5.1.2 Non-exponential NHPP models

Non-exponential NHPP models also use the stochastic process and the hazard function approach. They are applicable after completion of testing. Early fault corrections have a larger effect on the failure intensity function than later ones.

Representative models in this class include Duane’s model (described in A.2), Brooks and Motley’s binomial and Poisson models, Yamada’s s-shaped model (described in A.3), and Musa and Okumoto’s logarithmic Poisson (described in 5.4). The assumptions and format of the model, its estimates for model fitting, and considerations for employing the model are described in the appropriate clause.
5.1.3 Bayesian models

NHPP models assume that the hazard function is directly proportional to the number of faults in the program, and hence the reliability is a function of this fault count. The Bayesian approach argues that a program can have many faults in unused sections of the code and exhibit a higher reliability than software with only one fault in a frequently exercised section of code. Representative models of this class are those developed by Littlewood [B41].

5.2 Criteria for model evaluation

The following criteria should be used for conducting an evaluation of SR models in support of a given project:

— Future predictive accuracy: Accuracy of the model in making predictions beyond the time span of the collected data (i.e., comparison of future predictions with future observed data).

— Historical predictive validity (i.e., comparison of retrospective predictions against past observed data).

— Generality: Ability of a model to make accurate predictions in a variety of operational settings (e.g., real-time, Web applications).

— Insensitivity to noise: The ability of the model to produce accurate results in spite of errors in input data and parameter estimates.

5.2.1 Future predictive accuracy

Reliability prediction is primarily about the future, not the past. It is not possible to change the past; it is possible to influence the future. Many model validation methods are based in retrospective prediction, comparing historical failure data with predictions in the time span of the observed data. The only thing that can be proved by this method is that the past can be predicted. Observed data is important for estimating the parameters of the model. Once the parameters have been estimated, the model is used to predict the future reliability of the software. Then, the future predictions are compared with observed future data. Then, a decision is made as to whether the accuracy is satisfactory for the application using, for example, a goodness-of-fit test. If the accuracy is unsatisfactory, other models could be evaluated, using the previous procedure.

5.2.2 Model predictive validity

To compare a set of models against a given set of failure data, the fitted models are examined to determine which model is in best agreement with the observed data. This means that the model with the least difference between the retrospective prediction and the actual data is considered the best fit. Best fit can be measured by the criterion of minimum relative error.

NOTE 1—A fitted model is one that has had its parameters estimated from the observed data.

NOTE 2—One approach to determine if the fitted model retrospectively predicts the observed data within a reasonable relative error, such as \( \frac{\text{actual} - \text{predicted}}{\text{predicted}} \leq 20\% \).

NOTE 3—A second method involves making a goodness-of-fit test between the prediction and the observed data. The literature on goodness-of-fit tests is quite extensive; the chi-square and K-S tests are two examples (see Introduction to Mathematical Statistics [B21]).
NOTE 4—In addition to these techniques for assessing model fit, the following three measures may be used to compare model predictions with a set of failure data:

- Accuracy (5.2.2.1)
- Bias (5.2.2.2)
- Trend (5.2.2.3)

### 5.2.2.1 Accuracy

One way to measure prediction accuracy is by the prequential likelihood (PL) function (see Littlewood et al. [B42]). Let the observed failure data be a sequence of times $t_1, t_2, \ldots, t_{i-1}$ between successive failures. The objective is to use the data to predict the future unobserved failure times $T_i$. More precisely, we want a good estimate of $F_i(t)$, defined as $\Pr(T_i < t)$, (i.e., the probability that $T_i$ is less than a variable $t$). The prediction distribution $\tilde{F}_i(t)$ for $T_i$ based on $t_1, t_2, \ldots, t_{i-1}$ will be assumed to have a pdf (probability density function).

$$\tilde{f}_i(t) = \frac{d}{dt} \tilde{F}_i(t) \quad (6)$$

For such one-step-ahead forecasts of $T_{i+1}, \ldots, T_{i+n}$, the PL is given by Equation (7) as follows:

$$PL_n = \prod_{i=n+1}^{i+n} \tilde{f}_i(t_i) \quad (7)$$

Since this measure is usually very close to zero, its natural logarithm is frequently used for comparisons. Given two competing SR models A and B, the PL ratio is given by Equation (8) as follows:

$$PLR_n = \ln \frac{PL_n(A)}{PL_n(B)} \quad (8)$$

The ratio represents the likelihood that one model will give more accurate forecasts than the other model. If $PLR_n \to \infty$ as $n \to \infty$, model A is favored over model B.

### 5.2.2.2 Bias

A model is considered biased if it predicts values that are consistently greater than the observed failure data, or consistently less than the observed data. To measure the amount of a model’s bias, compute the maximum vertical distance (i.e., the K-S distance) (see *Introduction to Mathematical Statistics* [B21]) between cumulative distribution functions of the observed and predicted data. The criterion for goodness of fit is the maximum vertical distance between the plots of the two functions. For a good fit, this distance must be smaller than that given in the K-S tables for a given value of $\alpha$.

### 5.2.2.3 Trend

Trend is measured by whether a prediction quantity $r_i$ is monotonically increasing or decreasing over a series of time intervals $i$, as given by Equation (9):

$$T(i) = \frac{1}{i} \sum_{j=1}^{i} r_j \quad (9)$$
If $T(i)$ is increasing for a quantity like the time to next failure, it is indicative of reliability growth; on the other hand, if $T(i)$ is decreasing, it is indicative of a serious reliability problem whose cause must be investigated.

5.2.3 Quality of assumptions

The assumptions upon which an SR model is based should be stated.

NOTE—Common assumptions made in the SR models are as follows:

- Test inputs randomly encounter faults.
- The effects of all failures are independent.
- The test space covers the program use space.
- All failures are observed when they occur.
- Faults are immediately removed when failures are observed.
- The failure rate is proportional to the number of remaining faults.

If an assumption is testable, it should be supported by data to validate the assumption. If an assumption is not testable, it should be examined for reasonableness.

SR data may contain “noise” that impairs predictive accuracy. The most common source of noise is that software failure data is recorded in calendar time rather than in software execution time. Even when software failures are tracked carefully based on execution time, the software testing process may be inconsistent with the model assumptions (e.g., the software is not tested randomly). Therefore, a model should demonstrate its validity in real-world situations.

5.3 Initial models

The following models should be considered as initial models for SR prediction:

- The Schneidewind model
- The generalized exponential model
- The Musa/Okumoto logarithmic Poisson model

If these models cannot be validated (see 4.2.7) or do not meet the criteria defined in 5.2 for the project, alternative models that are described in Annex A can be considered. In addition, practitioners may also consider using a different set of initial models, if other models fit better due to specific considerations.

5.3.1 Schneidewind model

5.3.1.1 Schneidewind model objectives

The objectives of this model should be to predict the following software product attributes:

- $F(t_1, t_2)$ Predicted failure count in the range $[t_1, t_2]$
- $F(\infty)$ Predicted failure count in the range $[1, \infty]$; maximum failures over the life of the software
- $F(t)$ Predicted failure count in the range $[1, t]$
- $p(t)$ Fraction of remaining failures predicted at time $t$
— $Q(t)$ Operational quality predicted at time $t$; the complement of $p(t)$; the degree to which software is free of remaining faults (failures)
— $r(t)$ Remaining failures predicted at time $t$
— $r(t_i)$ Remaining failures predicted at total test time $t_i$
— $t_i$ Total test time predicted for given $r(t_i)$
— $T_F(t)$ Time to next failure(s) predicted at time $t$
— $T_F(t_i)$ Time to next failure predicted at total test time $t_i$

5.3.1.2 Parameters used in the predictions

The parameters are as follows:
— $\alpha$ Failure rate at the beginning of interval $S$
— $\beta$ Negative of derivative of failure rate divided by failure rate (i.e., relative failure rate)
— $r_c$ Critical value of remaining failures; used in computing relative criticality metric (RCM) $r(t_i)$
— $S$ Starting interval for using observed failure data in parameter estimation
— $t$ Cumulative time in the range [1, $t$]; last interval of observed failure data; current interval
— $T$ Prediction time
— $t_m$ Mission duration (end time-start time); used in computing RCM $T_F(t_i)$

5.3.1.3 Observed quantities

The observed quantities are as follows:
— $t_i$ Total test time
— $T_{ij}$ Time since interval $i$ to observe number of failures $F_{ij}$ during interval $j$; used in computing MSE$_T$
— $X_k$ Number of observed failures in interval $k$
— $X_i$ Observed failure count in the range [1, $i$]
— $X_{s-1}$ Observed failure count in the range [1, $s - 1$]
— $X_{i,s-1}$ Observed failure count in the range [$i$, $s - 1$]
— $X_{s,i}$ Observed failure count in the range [$s$, $i$]
— $X_{s,t}$ Observed failure count in the range [$s$, $t$]
— $X_{s,t-1}$ Observed failure count in the range [$s$, $t - 1$]
— $X_i$ Observed failure count in the range [1, $t$]
— $X_{t_1}$ Observed failure count in the range [1, $t_1$]

The basic philosophy of this model is that as testing proceeds with time, the failure detection process changes. Furthermore, recent failure counts are usually of more use than earlier counts in predicting the future. Three approaches can be employed in utilizing the failure count data, i.e., number of failures detected per unit of time. Suppose there are $t$ intervals of testing and $f_i$ failures were detected in the $i^{th}$ interval, one of the following can be done:
— Utilize all of the failures for the $t$ intervals.
— Ignore the failure counts completely from the first \( s - 1 \) time intervals \( (1 \leq s \leq t) \) and only use the data from intervals \( s \) through \( m \).

— Use the cumulative failure count from intervals 1 through \( s - 1 \), i.e., \( F_{s-1} = \sum_{i=1}^{s-1} f_i \).

The first approach should be used when it is determined that the failure counts from all of the intervals are useful in predicting future counts. The second approach should be used when it is determined that a significant change in the failure detection process has occurred and thus only the last \( t - s + 1 \) intervals are useful in future failure forecasts. The last approach is an intermediate one between the other two. Here, the combined failure counts from the first \( s - 1 \) intervals and the individual counts from the remaining are representative of the failure and detection behavior for future predictions.

### 5.3.1.4 Schneidewind model assumption

The assumption to the Schneidewind model is that the number of failures detected in one interval is independent of the failure count in another.

NOTE—In practice, this assumption has not proved to be a factor in obtaining prediction accuracy.

— Only new failures are counted.
— The fault correction rate is proportional to the number of faults to be corrected.
— The software is operated in a similar manner as the anticipated operational usage.
— The mean number of detected failures decreases from one interval to the next.
— The rate of failure detection is proportional to the number of failures within the program at the time of test. The failure detection process is assumed to be an NHPP with an exponentially decreasing failure detection rate. The rate is of the form \( f(t) = \alpha e^{-\beta(t-s+1)} \) for the \( t^{th} \) interval where \( \alpha > 0 \) and \( \beta > 0 \) are the parameters of the model.

### 5.3.1.5 Schneidewind model structure

Two parameters are used in this model: \( \alpha \), which is the failure rate at time \( t = 0 \), and \( \beta \), which is a proportionality constant that affects the failure rate over time (i.e., small \( \beta \) implies a large failure rate; large \( \beta \) implies a small failure rate). In these estimates, \( t \) is the last observed count interval, \( s \) is an index of time intervals, \( X_k \) is the number of observed failures in interval \( k \), \( X_{s-1} \) is the number of failures observed from 1 through \( s - 1 \) intervals, \( X_s \) is the number of observed failures from interval \( s \) through \( t \), and \( X_t = X_{s-1} + X_{s,t} \).

The likelihood function is then developed as Equation (10) as follows:

\[
\log L = X_t \left[ \log X_t - 1 - \log \left( 1 - e^{-\beta t} \right) \right] \\
+ X_{s-1} \left[ \log \left( 1 - e^{-\beta(s-1)} \right) \right] \\
+ X_s \left[ \log \left( 1 - e^{-\beta} \right) \right] - \beta \sum_{k=0}^{s-1} (s + k - 1) X_{s+k}
\]

(10)

This function is used to derive the equations for estimating \( \alpha \) and \( \beta \) for each of the three approaches described earlier. In the equations that follow, \( \alpha \) and \( \beta \) are estimates of the population parameters.

**Parameter estimation: Approach 1**

Use all of the failure counts from interval 1 through \( t \) (i.e., \( s = 1 \)). Equation (11) and Equation (12) are used to estimate \( \beta \) and \( \alpha \), respectively, as follows:
\[
\frac{1}{e^\beta - 1} - \frac{t}{e^\beta - 1} = \sum_{k=0}^{t-1} \frac{X_{k+1}}{X_t}
\]  
(11)

\[
\alpha = \frac{\beta X_t}{1 - e^{-\beta t}}
\]  
(12)

**Parameter estimation: Approach 2**

Use failure counts only in intervals \( s \) through \( t \) (i.e., \( 1 \leq s \leq t \)). Equation (13) and Equation (14) are used to estimate \( \beta \) and \( \alpha \), respectively, as follows. (Note that Approach 2 is equivalent to Approach 1 for \( s = 1 \).)

\[
\frac{1}{e^\beta - 1} - \frac{t - s + 1}{e^\beta t^{s+1} - 1} = \sum_{k=0}^{t-s} \frac{X_{k+s}}{X_{s,t}}
\]  
(13)

\[
\alpha = \frac{\beta X_{s,t}}{1 - e^{-\beta (t-s+1)}}
\]  
(14)

**Parameter estimation: Approach 3**

Use cumulative failure counts in intervals 1 through \( s - 1 \) and individual failure counts in intervals \( s \) through \( t \) (i.e., \( 2 \leq s \leq t \)). This approach is intermediate to Approach 1 that uses all of the data and Approach 2 that discards “old” data. Equation (15) and Equation (16) are used to estimate \( \beta \) and \( \alpha \), respectively, as follows. (Note that Approach 3 is equivalent to Approach 1 for \( s = 2 \).)

\[
\frac{(s-1)X_{s-1}}{e^{\beta (s-1)} - 1} + \frac{X_{s,t}}{e^\beta - 1} - \frac{tX_t}{e^\beta m - 1} = \sum_{k=0}^{t-s} (s + k - 1)X_{s+k}
\]  
(15)

\[
\alpha = \frac{\beta X_t}{1 - e^{-\beta t}}
\]  
(16)

**5.3.1.6 Criterion for optimally selecting failure data**

The first step in identifying the optimal value of \( s \) (\( s^* \)) should be to estimate the parameters \( \alpha \) and \( \beta \) for each value of \( s \) in the range \([1, t]\) where convergence can be obtained (see Schneidewind [B58], [B60], [B62]). Then the *mean square error* (MSE) criterion should be used to select \( s^* \), the failure count interval that corresponds to the minimum MSE between predicted and actual failure counts (MSE\(_F\)), *time to next failure* (MSE\(_T\)), or *remaining failures* (MSE\(_r\)), depending on the type of prediction. Once \( \alpha, \beta, \) and \( s \) are estimated from observed counts of failures, the predictions can be made. The reason MSE is used to evaluate which triple (\( \alpha, \beta, s \)) is best in the range \([1, t]\) is that research has shown that because the product and process change over the life of the software, old failure data (i.e., \( s = 1 \)) are not as representative of the current state of the product and process as the more recent failure data (i.e., \( s > 1 \)).

Some examples of applying the MSE are given in 5.3.1.6.1, 5.3.1.6.2, and 5.3.1.6.3.
5.3.1.6.1 MSE criterion for remaining failures, maximum failures, and total test time [for Method 2 and Method 1 (s = 1)]

\[
\text{MSE}_s = \frac{\sum_{i=s}^{t} [F(i) - X_i]}{t - s + 1}
\]

where

\[
F(i) = \frac{\alpha}{\beta} \left[1 - \exp\left(-\beta(i - s + 1)\right)\right] + X_{s-1}
\]

5.3.1.6.2 MSE criterion for time to next failure(s) [for Method 2 and Method 1 (s = 1)]

MSE criterion for time to next failure(s) is given in Equation (19) as follows:

\[
\text{MSE}_r = \frac{1}{J - s} \sum_{i=s}^{J-1} \left[ \log \left( \frac{\alpha}{\alpha - \beta(X_{s,i} - F_{i,j})} \right) - T_{i,j} \right]^2
\]

5.3.1.6.3 MSE criterion for failure counts [for Method 2 and Method 1 (s = 1)]

\[
\text{MSE}_p = \frac{1}{t - s + 1} \sum_{i=s}^{t} \left[ \frac{\alpha}{\beta(1 - \exp(-\beta(i - s + 1)))} - X_{s,i} \right]^2
\]

Thus, for each value of s, compute MSE using either Equation (17), Equation (19), or Equation (20), as appropriate. Choose s equal to the value for which MSE is smallest. The result is an optimal triple (\(\alpha\), \(\beta\), s) for your data set. Then apply the appropriate approach to your data.

5.3.1.7 Schneidewind model limitations

The limitations of the model are the following:

- It does not account for the possibility that failures in different intervals may be related.
- It does not account for repetition of failures.
- It does not account for the possibility that failures can increase over time as the result of software modifications.

These limitations should be ameliorated by configuring the software into versions that represent the previous version plus modifications. Each version represents a different module for reliability prediction purposes: the model is used to predict reliability for each module. Then, the software system reliability is predicted by considering the \(N\) modules to be connected in series (i.e., worst-case situation), and computing the MTTF for \(N\) modules in series (see Schneidewind and Keller [B59]).
5.3.1.8 Schneidewind model data requirements

The only data requirements are the number of failures, $f_i$, $i = 1, \ldots, t$, per testing period.

A reliability database should be created for several reasons: Input data sets will be rerun, if necessary, to produce multiple predictions rather than relying on a single prediction; reliability predictions and assessments could be made for various projects; and predicted reliability could be compared with actual reliability for these projects. This database will allow the model user to perform several useful analyses: to see how well the model is performing; to compare reliability across projects to see whether there are development factors that contribute to reliability; and to see whether reliability is improving over time for a given project or across projects.

5.3.1.9 Schneidewind model applications

The major model applications are described as follows. These are separate but related uses of the model that, in total, comprise an integrated reliability program.

— **Prediction**: Predicting future failures, fault corrections, and related quantities described in 5.3.1.6.1.

— **Control**: Comparing prediction results with predefined goals and flagging software that fails to meet those goals.

— **Assessment**: Determining what action to take for software that fails to meet goals (e.g., intensify inspection, intensify testing, redesign software, and revise process). The formulation of test strategies is also part of assessment. Test strategy formulation involves the determination of priority, duration, and completion date of testing, allocation of personnel, and allocation of computer resources to testing.

— **Rank reliability**: Rank reliability on the basis of the parameters $\alpha$ and $\beta$, without making a prediction. Figure 4 through Figure 7 show four projects labeled IT35MSE-T, IT35MSE-F, I20, and I25. The first two are NASA Goddard Space Flight Center (GSFC) projects and the second two are NASA Space Shuttle operational increments (OI) (i.e., releases). For the four projects, the values of $\alpha$ and $\beta$ are 4.408529, 3.276461, 0.534290, 0.221590, and 0.088475, 0.068619, 0.060985, 0.027882, respectively. The parameters $\alpha$ and $\beta$ are the initial value of the failure rate and the rate at which the failure rate changes, respectively. It is desirable to have the largest ratio of $\beta$ to $\alpha$ for high reliability because this will yield the fastest decrease in failure rate combined with the smallest initial failure rate. For the four projects, these ratios are 0.0201, 0.0209, 0.1141, 0.1258, respectively, from the lowest to the highest reliability. Thus, after estimating $\alpha$ and $\beta$, using a tool such as Statistical Modeling and Estimation of Reliability Functions for Software (SMERFS) or Computer Aided Software Reliability Estimation (CASRE), rank reliability without or before making predictions. This procedure is useful for doing an initial reliability screening of projects to determine, for example, which projects might meet reliability specifications and which projects require reliability improvements. Figure 4 shows that OI25 starts with the lowest failure rate ($\alpha$) and IT35MSE-T starts with the highest. In contrast, in Figure 5, OI25 has the lowest failure rate change ($\beta$) and IT35MSE-T has the highest. However, in this case, the lower initial failure rate outweighs the faster rate of change to produce the ordering of reliability shown in Figure 6 and Figure 7.
Figure 4 — Failure rate for projects IT35MSE-T, IT35MSE-F, OI20, and OI25

Figure 5 — Rate of change in failure rate for projects ITMSE-T, ITMSE-F, OI20, and OI25
Figure 6—Cumulative failures versus test time for projects IT35MSE-T, IT35MSE-F, OI20, and OI25

Figure 7—Remaining failures versus test time for projects IT35MSE-T, IT35MSE-F, OI20, and OI25
5.3.1.10 Reliability predictions

Using the optimal triple \((\alpha, \beta, s)\), which was given in 5.3.1.5, various reliability predictions should be computed. The Approach 2 equations [Equation (13) and Equation (14)] are given where \(t\) or \(T\), as appropriate, is greater than or equal to \(s\). For Approach 2, set \(s = 1\).

Predict time to detect a total of \(F_t\) failures (i.e., time-to-next \(F_t\) failures) when the current time is \(t\) and \(X_{s,t}\) failures have been observed as follows in Equation (21):

\[
T_{\alpha}(t) = \log \left[ \frac{\alpha}{(\alpha - \beta(F_t + X_{s,t})/\beta)} \right]^{-(t-s+1)}
\]  

(21)

for \(\alpha > \beta(F_t + X_{s,t})\).

Cumulative number of failures after time \(T\)

Predict

\[
F(T) = \frac{\alpha}{\beta} \left[ 1 - e^{-\beta(T - s + 1)} \right] + X_{s-1}
\]  

(22)

Maximum number of failures \((T = \infty)\)

Predict

\[
F(\infty) = \frac{\alpha}{\beta} + X_{s-1}.
\]  

(23)

Failures in an interval range

Predict failure count in the range \([t_1, t_2]\) as follows in Equation (24):

\[
F(t_1, t_2) = \frac{\alpha}{\beta} \left[ 1 - \exp \left( -\beta(t_2 - s + 1) \right) \right] - X_{s,t_1}
\]  

(24)

Maximum number of remaining failures, predicted at time \(t\), after \(X(t)\) failures have been observed

Predict

\[
RF(t) = \frac{\alpha}{\beta} + X_{s-1} - X(t)
\]  

(25)

Remaining failures

Predict remaining failures as a function of total test time \(t\), as follows in Equation (26):

\[
r(t) = \frac{\alpha}{\beta} \left[ \exp \left( -\beta(t - (s - 1)) \right) \right]
\]  

(26)

Fraction of remaining failures

Compute fraction of remaining failures predicted at time \(t\) as follows in Equation (27):
Operational quality

Compute operational quality predicted at time $t$ as follows in Equation (28):

$$Q(t) = 1 - p(t)$$  \hspace{1cm} (28)

Total test time to achieve specified remaining failures

Predict total test time required to achieve a specified number of remaining failures at $t$, $r(t)$, as follows in Equation (29):

$$t_r = \frac{\log(\alpha / (\beta r(t)))}{\beta}$$  \hspace{1cm} (29)

5.3.1.11 Development of confidence intervals for Schneidewind software reliability model

Confidence interval calculations and plots should be made, as in the following example:

a) Let $F(T)$ be any of the prediction equations, where $T$ is test or operational time

b) From large sample size ($N$) theory, we have the following (see Farr [B12]):

c) $F(\hat{T}) - (Z_{1-\alpha/2} \times S) \leq F(T) \leq F(\hat{T}) + (Z_{1-\alpha/2} \times S)$

where Equation (30) (see Dixon and Massey [B8]) is expressed as follows:

$$S = \sqrt{\frac{\sum_{i=1}^{N} (F(\hat{T}) - F(T))^2}{N-1}}$$  \hspace{1cm} (30)

where $N = \text{sample size}$, $Z_{1-\alpha/2}$ for $\alpha = 10$, $Z_{1-\alpha/2} = 1.6449$.

$D(T)$ = cumulative failures is used for $F(T)$ on the plot in Figure 8, where $D(T)$ is the predicted value, $UD_T$ and $LD_T$ are the upper and lower confidence limits, respectively, and $Act D(T)$ is the actual value.

5.3.1.12 Parameter analysis

Insight into the possible error in prediction should be made after the parameters $\alpha$ and $\beta$ have been estimated by a tool, such as SMERFS\(^3\) and CASRE, and accompanied by the MSE analysis, but before predictions are made. It is not advisable to waste resources in making predictions for projected low reliability (e.g., high failure rate) software because it is highly likely that this software will have low reliability and that major rework would be necessary to improve its reliability. An example is provided in Figure 9 where, failure rate is plotted against the ratio $\beta/\alpha$ for NASA GSFC projects, NASA Space Shuttle OI projects, and Project 2. Failure rate decreases and reliability increases with increasing $\beta/\alpha$. This plot was made to illustrate the above point. In practice, predictions would not be made for software with low values of $\beta/\alpha$. Rather, prediction priority would be given to software with high values of $\beta/\alpha$. In Figure 9, OI25 is this type of software. Contrariwise, low values of $\beta/\alpha$ are useful for signaling the need for reliability improvement. In Figure 9, GSFC Project 1 is this type of software. A cautionary note is that the foregoing analysis is an a priori assessment of likely prediction error and does not mean, necessarily, that accurate predictions could not be obtained with low values of $\beta/\alpha$ in certain situations.

\(^3\) Information about SMERFS is available at http://www.slingcode.com/smerfs.
Figure 8 — Confidence limits for cumulative failures NASA GSFC Facility 3 data

Figure 9 — Failure rate $f(i)$ versus (beta/alpha) ratio
5.3.1.12.1 Criteria for safety

The criteria for safety are as follows:

a) Compute predicted remaining failures $r(t) < r_c$, where $r_c$ is a specified critical value

b) Compute predicted time to next failure $T_F(t) > t_m$, where $t_m$ is mission duration

5.3.1.12.2 Risk assessment

The risk criterion metric for remaining failures at total test time $t_t$ should be computed as follows in Equation (31):

$$ RCM(r(t)) = \frac{r(t) - r_c}{r_c} = \frac{r(t)}{r_c} - 1 $$  \hspace{1cm} (31) $$

The risk criterion metric for time to next failure at total test time $t_t$ should be computed as follows in Equation (32):

$$ RCM(T_F(t)) = \frac{t_m - T_F(t)}{t_m} = 1 - \frac{T_F(t)}{t_m} $$  \hspace{1cm} (32) $$

5.3.1.13 Schneidewind model implementation status and reference applications

The model has been implemented in FORTRAN and C++ by the Naval Surface Warfare Center, Dahlgren, VA, USA, as part of the SMERFS. It can be run on PCs under all Windows® operating systems.\(^4\), \(^5\)

Known applications of this model are as follows:

---

Reliability prediction and assessment of the on-board NASA Space Shuttle software (see Handbook of Software Reliability Engineering [B46], Schneidewind and Keller [B59], Schneidewind [B62])

Naval Surface Warfare Center, Dahlgren, VA, USA: Research in reliability prediction and analysis of the TRIDENT I and II Fire Control Software (see Farr and Smith [B13])

Marine Corps Tactical Systems Support Activity, Camp Pendleton, CA, USA: Development of distributed system reliability models (see Schneidewind [B61])

NASA JPL, Pasadena, CA, USA: Experiments with multi-model SR approach (see Lyu and Nikora [B45])

NASA GSFC, Greenbelt, MD, USA: Development of fault correction prediction models (see Schneidewind [B64])

NASA GSFC (see Schneidewind [B63])

Integrated, multi-model approach to reliability prediction (see Bowen [B3])

5.3.1.14 Informative references

There are several informative references to supplement the material in this section. The informative references, which are cited in the bibliography Annex G, are Dixon and Massey [B8], Farr [B11], Handbook of Software Reliability Engineering [B46], and Schneidewind [B58], [B60], [B61], [B62], [B64].

---

\(^4\) This information is given for the convenience of users of this standard and does not constitute an endorsement by the IEEE of these products. Equivalent products may be used if they can be shown to lead to the same results.

\(^5\) Windows is a registered trademark of Microsoft Corporation in the United States and other countries.
5.3.2 Initial: Generalized exponential model

5.3.2.1 Generalized exponential model objectives

Many popular SR models yield similar results. The basic idea behind the generalized exponential model is to simplify the modeling process by using a single set of equations to represent models having exponential hazard rate functions.

The generalized exponential model contains the ideas of several well-known SR models. The main idea is that the failure occurrence rate is proportional to the number of faults remaining in the software. Furthermore, the failure rate remains constant between failure detections and the rate is reduced by the same amount after each fault is removed from the software. Thus, the correction of each fault has the same effect in reducing the hazard rate of the software. The objective of this model is to generalize the forms of several well-known models into a form that should be used to predict the following:

- Number of failures that will occur by a given time (execution time, labor time, or calendar time)
- Maximum number of failures that will occur over the life of the software
- Maximum number of failures that will occur after a given time
- Time required for a given number of failures to occur
- Number of faults corrected by a given time
- Time required to correct a given number of faults
- Reliability model for the software after release
- Mean time to failure (MTTF, MTBF) after release

5.3.2.2 Generalized exponential assumptions

The assumptions of the generalized exponential model are the following:

- The failure rate is proportional to the current fault content of a program.
- All failures are equally likely to occur and are independent of each other.
- Each failure is of the same severity as any other failure.
- The software is operated during test in a manner similar as the anticipated operational usage.
- The faults that caused the failure are corrected immediately without introducing new faults into the program.
- The model assumes that much of the software has been written and unit (module) tested and has or is being assembled. Thus, it is most applicable to the integration, system test, or deployment phases of development.

5.3.2.3 Generalized exponential structure

The generalized exponential structure should contain the hazard rate function as follows in Equation (33):

\[
z(x) = K \left[ E_0 - E(x) \right]
\]  

(33)

where

- \(z(x)\) is the hazard rate function in failures per time unit
- \(x\) is the time between failures
$E_0$ is the initial number of faults in the program that will lead to failures. It is also viewed as the number of failures that would be experienced if testing continued indefinitely.

$E_c$ is the number of faults in the program, which have been found and corrected, once $x$ units of time have been expended.

$K$ is a constant of proportionality: failures per time unit per remaining fault.

Equation (34) shows that the number of remaining faults per failure, $E_r$, is given as follows:

$$E_r = \frac{z(x)}{K} = \left[ E_0 - E_c(x) \right]$$

NOTE 1—Equation (34) has no fault generation term; the assumption is that no new faults are generated during program testing that would lead to new failures. More advanced models that include fault generation are discussed in Software Reliability: Measurement, Prediction, Application [B54] and Software Engineering: Design, Reliability, and Management [B69].

NOTE 2—Many models in common use are represented by the specific cases of Equation (33). Some of these models are summarized in Table 2.

### Table 2—Reliability models that fit the generalized exponential model form for the hazard rate function

<table>
<thead>
<tr>
<th>Model name</th>
<th>Original hazard rate function</th>
<th>Parameter equivalences with generalized model form</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generalized form</td>
<td>$K[E_0 - E_c(x)]$</td>
<td>$E_r = \frac{E_c}{I_f}$</td>
<td>Normalized with respect to $I_f$, the number of instructions</td>
</tr>
<tr>
<td>Exponential model [B67]</td>
<td>$K\left[ \frac{E_0}{I_f} - E_c(x) \right]$</td>
<td>$E_r = \frac{E_c}{I_f}$</td>
<td>Normalized with respect to $I_f$, the number of instructions</td>
</tr>
<tr>
<td>Jelinski-Moranda [B31]</td>
<td>$\phi(N - (i - 1))$</td>
<td>$\phi = K$ $\mu = E_0$ $E_r = (i - 1)$</td>
<td>Applied at the discovery of a fault and before it is corrected</td>
</tr>
<tr>
<td>Basic model (see pp. 449–455 in Musa’s latest book [B55])</td>
<td>$\lambda_0[1 - \mu / \nu_0]$</td>
<td>$\lambda_0 = K\lambda_0$ $\nu_0 = E_c$ $\mu = E_0$</td>
<td>Basic assumption is that the remaining number of faults decreases exponentially</td>
</tr>
<tr>
<td>Logarithmic [B53]</td>
<td>$\lambda_0 e^{-\phi_k}$</td>
<td>$\lambda_0 = K\lambda_0$ $E_0 - E_c(x) = E_0 e^{-\phi_k}$</td>
<td></td>
</tr>
</tbody>
</table>

### 5.3.2.3.1 Parameter estimation

The simplest method of parameter estimation is the moment method. Consider the generalized form model with its two unknown parameters $K$ and $E_0$. The classical technique of moment estimation would match the first and second moments of the probability distribution to the corresponding moments of the data. A slight modification of this procedure is to match the first moment, the mean, at two different values of $x$. That is, letting the total number of runs be $n$, the number of successful runs be $r$, the sequence of clock times to failure $t_1, t_2, \ldots, t_{n-r}$ and the sequence of clock times for runs without failure $T_1, T_2, \ldots, T_r$ yields, for the hazard rate function as follows in Equation (35):
\( z(x) = \frac{\text{Failures}(x)}{\text{Hours}(x)} = \frac{n - r}{H} \)  

(35)

where the total running hours, \( H \), is given by

\[
H = \sum_{i=1}^{n-r} T_i + \sum_{i=1}^{r} T_i
\]

Equating the generalized form equation of Equation (33) and Equation (35) to failure data measured during actual or simulated operational test at two different values of time yields Equation (36) and Equation (37):

\[
z(x_1) = \frac{n_1 - r_1}{H_1} = K[E_0 - E_c(x_1)]
\]

(36)

\[
z(x_2) = \frac{n_2 - r_2}{H_2} = K[E_0 - E_c(x_2)]
\]

(37)

Simultaneous solution of Equation (36) and Equation (37) yields estimators denoted by \( \hat{\cdot} \), for the following parameters:

\[
\hat{E}_0 = \frac{E_c(x_1) - \frac{z(x_1)}{z(x_2)} E_c(x_2)}{1 - \frac{z(x_1)}{z(x_2)}}
\]

(38)

\[
= \frac{z(x_2)E_c(x_1) - z(x_1)E_c(x_2)}{z(x_2) - z(x_1)}
\]

\[
\hat{K} = \frac{z(x_1)}{E_0 - E_c(x_1)}
\]

(39)

\[
= \frac{z(x_2) - z(x_1)}{E_c(x_1) - E_c(x_2)}
\]

Since all of the parameters of the five models in Table 2 are related to \( E_0 \) and \( K \) by simple transformations, Equation (38) and Equation (39) apply to all of the models. For example, if we use the Musa basic model of Table 2 and to determine \( \hat{\nu}_0 \) and \( \hat{\nu}_0 \) by using Equation (38) and Equation (39) and the transformation \( \nu_0 = E_0 \) and \( \mu_0 = KE_0 \) to obtain

\[
\hat{\nu} = \hat{E}_0 = \frac{z(x_2)E_c(x_1) - z(x_1)E_c(x_2)}{z(x_2) - z(x_1)}
\]

(40)

\[
\hat{\nu}_0 = \hat{K}\hat{E}_0
\]

(41)

\[
= \frac{z(x_2) - z(x_1)}{E_c(x_1) - E_c(x_2)} \times \frac{z(x_2)E_c(x_1) - z(x_1)E_c(x_2)}{z(x_2) - z(x_1)}
\]

(42)
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Similar results can be obtained for the other models in Table 2. More advanced estimates of the model parameters can be developed using least squares and maximum likelihood estimation (see Shooman [B71]).

5.3.2.4 Generalized exponential limitations

The generalized exponential model has the following limitations:

— It does not account for the possibility that each failure may be dependent on others.
— It assumes no new faults are introduced in the fault correction process.
— Each fault detection has a different effect on the software when the fault is corrected. The logarithmic model handles this by assuming that earlier fault corrections have a greater effect than later ones.
— It does not account for the possibility that failures can increase over time as the result of program changes, although techniques for handling this limitation have been developed.

5.3.2.5 Generalized exponential data requirements

During test, a record should be made of each of the total of \( n \) test runs. The test results include the \( r \) successes and the \( n - r \) failures along with the time of occurrence measured in clock time and execution time, or test time if operational tests cannot be conducted. Additionally, there should be a record of the times for the \( r \) successful runs. Thus, the required data is the total number of runs \( n \), the number of successful runs \( r \), the sequence of clock times to failure \( t_1, t_2, \ldots, t_{n-r} \) and the sequence of clock times for runs without failure \( T_1, T_2, \ldots, T_r \).

5.3.2.5.1 Generalized exponential applications

The generalized exponential model(s) are applicable when the fault correction process is well controlled (i.e., the fault correction process does not introduce additional faults).

The major model applications are described as follows. These are separate but related uses of the model that, in total, comprise an integrated reliability program.

— Predicting future failures and fault corrections.
— Control: Comparing prediction results with predefined goals and flagging software that fails to meet those goals.
— Assessment: Determining what action to take for software that fails to meet goals (e.g., intensify inspection, intensify testing, redesign software, and revise process). The formulation of test strategies is also part of the assessment. Test strategy formulation involves the determination of priority, duration, and completion date of testing, allocation of personnel, and allocation of computer resources to testing.

5.3.2.6 Reliability predictions

Prediction of total number of faults should be computed by \( \hat{E}_0 \). Other predictions should be made as follows in Equation (43):

\[
\text{time required to remove the next } m \text{ faults} = \sum_{j=a+1}^{a+m} \frac{1}{\hat{K}_0(\hat{E}_0)-j+1} \tag{43}
\]
current failure rate at time $\tau$:

$$f(\tau) = \hat{K}_0 \left( \hat{E}_0 e^{-\hat{K}_0 \tau} \right)$$

(44)

5.3.2.7 Generalized exponential implementation status and references

The generalized exponential model has not been implemented as a standalone model in the SMERFS software. For an illustration of how to apply these generalized exponential models, see Annex E. The many models it represents, however, have been implemented in several tools including SMERFS from the Naval Surface Warfare Center, Dahlgren, VA, USA. See Annex A for details.

While the generalized exponential model is generally not applied as a class, many of the models that it includes as special cases have been applied successfully. For example applications, see references by Jelinski and Moranda [B31], Kruger [B38], and Shooman [B69].

5.4 Initial model—Musa/Okumoto logarithmic Poisson execution time model

5.4.1.1 Musa/Okumoto model objectives

The logarithmic Poisson model is applicable when the testing is done according to an operational profile that has variations in frequency of application functions and when early fault corrections have a greater effect on the failure rate than later ones. Thus, the failure rate has a decreasing slope.

5.4.1.2 Musa/Okumoto model assumptions

The assumptions for this model are as follows:

- The software is operated in a similar manner as the anticipated operational usage.
- Failures are independent of each other.
- The failure rate decreases exponentially with execution time.

5.4.1.3 Musa/Okumoto model structure

From the model assumptions, we have the following:

$$\lambda(t) = \text{failure rate after } t \text{ amount of execution time has been expended} \quad \lambda_0 e^{-\theta \ln(t)}$$

The parameter $\lambda_0$ is the initial failure rate parameter and $\theta$ is the failure rate decay parameter with $\theta > 0$.

Using a reparameterization of $\beta_0 = \theta^{-1}$ and $\beta_1 = \lambda_0 \theta$, then the maximum likelihood estimates of $\beta_0$ and $\beta_1$ should be made, as shown in Software Reliability: Measurement, Prediction, Application [B54], according to Equation (45) and Equation (46) as follows:

$$\hat{\beta}_0 = \frac{n}{\ln(1 + \hat{\beta}_1) \ln(n)}$$

(45)

$$\frac{1}{\hat{\beta}_1} \sum_{i=1}^{n} \frac{1}{1 + \hat{\beta}_1 t_i} = \frac{n t_n}{(1 + \hat{\beta}_1 t_i) \ln(1 + \hat{\beta}_1 t_i)}$$

(46)
Here, \( t_n \) is the cumulative CPU time from the start of the program to the current time. During this period, \( n \) failures have been observed. Once maximum likelihood estimates are made for \( \beta_0 \) and \( \beta_1 \), the maximum likelihood estimates for \( \theta \) and \( \lambda_0 \) should be made, as follows in Equation (47) and Equation (48):

\[
\hat{\theta} = \frac{1}{n} \ln \left( 1 + \hat{\beta}_1 t_n \right) \tag{47}
\]

\[
\hat{\lambda}_0 = \hat{\beta}_0 \hat{\beta}_1 \tag{48}
\]

### 5.4.1.4 Musa/Okumoto model limitation

The failure rate may rise as modifications are made to the software.

### 5.4.1.5 Musa/Okumoto model data requirements

The required data is either:

- The time between failures, represented by \( X_i \)'s.

The time of the failure occurrences, given as follows in Equation (49):

\[
t_i = \sum_{j=1}^{i} X_j \tag{49}
\]

### 5.4.1.6 Musa/Okumoto model applications

The major model applications are described as follows. These are separate but related applications that, in total, comprise an integrated reliability program.

- **Prediction**: Predicting future failure times and fault corrections, described in *Software Reliability: Measurement, Prediction, Application* [B54].

- **Control**: Comparing prediction results with predefined goals and flagging software that fails to meet goals.

- **Assessment**: Determining what action to take for software that fails to meet goals (e.g., intensify inspection, intensify testing, redesign software, and revise process). The formulation of test strategies is also a part of assessment. It involves the determination of priority, duration, and completion date of testing, allocation of personnel, and computer resources to testing.

### 5.4.1.7 Musa/Okumoto model reliability predictions

In *Software Reliability: Measurement, Prediction, Application*, Musa, Iannino, and Okumoto [B54] show that from the assumptions of 5.4.1.2 and the fact that the derivative of the mean value function is the failure rate function, we have Equation (50) as follows:

\[
\hat{\lambda}(\tau) = \frac{\hat{\lambda}_0}{\hat{\lambda}_0 \theta \tau + 1} \tag{50}
\]

where
\[ \hat{\mu}(\tau) = \text{mean number of failures experienced by time } \tau \text{ is expended} = \frac{1}{\hat{\theta}} \ln\left( \hat{\lambda} \hat{\theta} \tau + 1 \right) \] (51)

5.4.2 Musa/Okumoto model implementation status and reference applications

The model has been implemented by the Naval Surface Warfare Center, Dahlgren, VA, USA, as part of SMERFS. This model has also been implemented in CASRE.\(^6\)

See the following references for example applications: Ehrlich et al. [B10], Musa and Okumoto [B53], Software Reliability: Measurement, Prediction, Application [B54], and Handbook of Software Reliability Engineering [B55].

5.5 Experimental approaches

Several improvements to the SR models described in 5.3 and 5.4 have been proposed. First, researchers at the City University of London have devised a method of recalibrating the models (see Brocklehurst and Littlewood [B4]) to reduce their biases. These findings suggest that the revised models yield consistently more accurate predictions than the original models. Second, work has been done in combining the results from two or more models in a linear fashion, with the objective of increasing predictive accuracy (see Lu et al. [B44], Lyu and Nikora [B45]). Combined models may yield more accurate results than individual models. Third, efforts to incorporate software complexity metrics into reliability models by Kafura and Yerneni [B33] and Munson and Khoshgoftaar [B51], and to gauge the effects of different types of testing (e.g., branch testing, data path testing) on reliability growth (see Mathur and Horgan [B47]) have been investigated. Finally, the use of neural networks for SR parameter estimation has been investigated (see Karunantithi et al. [B35]).

5.6 Software reliability data

This subclause provides a nine-step procedure for collecting SR data and the data categories.

5.6.1 Data collection procedure

The following nine-step procedure should be used for SR data collection.

*Step 1:* Establish the data collection plan objectives.

The first step in the procedure to collect data is to establish a data collection plan, which includes the objectives of data collection, the data requirements, and the data items to be collected. Data collection does involve cost, so each item should be examined to see if the need is worth the cost. This should be done in terms of the applications of SRE. If the item is questionable, alternatives such as collecting it at a lower frequency may be considered. Possibilities of collecting data that can serve multiple purposes should be examined.

*Step 2:* Plan the data collection process.

The second step in the procedure to collect data is to plan the data collection process. All parties (designers, coders, testers, users, and key management) should participate in the planning effort. The goals of the data collection effort should be presented. A first draft of the data collection plan should be presented as a starting point. The plan should include the following topics:

\(^6\) Download available at the following URL: http://www.openchannelfoundation.org/projects/CASRE_3.0.
— What data items will be gathered?
— Who will gather the data?
— How often will the data be reported?
— Formats for data reporting (e.g., spreadsheet, web site)
— How is the data to be stored and processed?
— How will the collection process be monitored to ensure integrity of the data?

Recording procedures should be carefully considered to make them appropriate for the application. Solicitation of data from project members will reduce effort and make collection more reliable.

For the failure count method of SR modeling, the data collection interval should be selected to correspond to the normal reporting interval of the project from which data are being collected (e.g., weekly, monthly).

Step 3: Apply tools.

Tools identified in data collection should be used. The amount of automatic data collection should be considered. To minimize time, automated tools should be used whenever possible.

When decisions are made to automate data collection, the following questions should be considered:

— Availability of the tool. Can it be purchased or must it be developed?
— What is the cost involved in either the purchase of the tool or its development?
— When will the tool be available? If it must be developed, will its development schedule coincide with the planned use?
— What effect will the data collection process have on the software development schedule?

Records should be kept of the number of faults detected after the release of the software. This should be compared with reliability predictions of similar projects that did not employ the tools. Estimates of reduced fault correction time should be made based on predictions, for example, of failure rate.

Step 4: Provide training.

Once the tools are operational, and the process is well defined, all concerned parties should be trained in the use of the tools and the performance of the process. The data collectors should understand the purpose of the measurements and know what data are to be gathered.

Step 5: Perform trial run.

A trial run of the data collection plan should be made to resolve any problems or misconceptions about the plan, the tools and the process.

Step 6: Implement the plan.

Data should be collected and reviewed promptly. If this is not done, quality will suffer. Reports should be generated to identify any unexpected results for further analysis.

Step 7: Monitor data collection.

The data collection activities should be monitored as it proceeds to insure that the objectives are met and that the program is meeting its reliability goals.
Step 8: Make predictions using the data.

SR should be predicted at regular, frequent intervals, using the collected data, to maximize visibility of the reliability of the software.

Step 9: Provide feedback.

Feedback concerning successes and failures in the implementation of the data collection plan, and the use of the data collection process and tools should be done as early as possible so that corrections can be completed in a timely manner.

NOTE—This step may be implemented within the Measurement Process in 6.3.7 of IEEE Std 12207-2008 [B29].

5.6.2 Data categories

5.6.2.1 Execution time data and failure count data

It is generally accepted that execution (CPU) time is superior to calendar time for SR measurement and modeling. Execution time gives a truer picture of the stress placed on the software. If execution time is not available, approximations such as clock time, weighted clock time, or units that are natural to the applications, such as transaction count, should be used (see pp. 156–158 in Software Reliability: Measurement, Prediction, Application [B54]).

Reliability models have the capability to estimate model parameters from either failure-count or time between failures (may also be called time-to-failures (TTFs) or time-to-next-failure) data, because the maximum likelihood estimation method can be applied to both. Both SMERFS and CASRE can accept either type of data.

5.6.2.2 Project data

Project data contains information to identify and characterize each system. Project data allow users to categorize projects based on application type, development methodology, and operational environment. The following project-related data are suggested:

- The name of each life-cycle activity (e.g., requirements definition, design, code, test, operations)
- The start and end dates for each life-cycle activity
- The effort spent (in staff months) during each life-cycle activity
- The average staff size and development team experience
- The number of different organizations developing software for the project

5.6.2.3 Component data

Component data can be used to see whether there are correlations between reliability and component characteristics (e.g., large components may be related to low reliability). For each system component (e.g., subsystem, module), the following data should be collected:

- The name of the software development project
- Computer hardware that is used to support software development
- Average and peak computer resource utilization (e.g., CPU, memory, input I output channel)
- Software size in terms of executable source lines of code, number of comments, and the total number of source lines of code
- Source language
5.6.2.4 Dynamic failure data

For each failure, the following data should be recorded:

- The type of failure (e.g., interface, code syntax)
- The method of fault and failure detection (e.g., inspection, system abort, invalid output)
- The code size where the fault was detected (e.g., instruction)
- The activity being performed when the problem was detected (e.g., testing, operations, and maintenance)
- The date and time of the failure
- The severity of the failure (e.g., critical, minor)
- And at least one of the following data items:
  - The number of CPU hours since the last failure
  - The number of runs or test cases executed since the last failure
  - The number of wall clock hours since the last failure
  - The number of test hours since the last failure
  - Test labor hours since the last failure

5.6.2.5 Fault correction data

For each fault corrected, the following information should be recorded:

- The type of correction (e.g., software change, documentation change, requirements change)
- The date and time the correction was made
- The labor hours required for correction

And at least one of the following data items:

- The CPU hours required for the correction
- The number of computer runs required to make the correction
- The wall clock time used to make the correction
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(informative)

Additional software reliability estimation models

This annex contains descriptions of additional models available to a researcher or SR analyst for use on projects that were not discussed in Clause 5. These models may be useful on projects where the assumptions of the initial models in Clause 5 do not apply or the models do not closely fit the data.

A.1 Littlewood/Verrall model

A.1.1 Littlewood/Verrall model objectives

There are two sources of uncertainty that need to be taken into account when software fails and corrections are attempted. First, there is uncertainty about the nature of the operational environment: we do not know when certain inputs will appear, and, in particular, we do not know which inputs will be selected next. Thus, even if we had complete knowledge of which inputs were failure-prone, we still could not tell with certainty when the next one would induce a failure.

The second source of uncertainty concerns what happens when an attempt is made to remove the fault that caused the failure. There is uncertainty for two reasons. First, it is clear that not all the faults contribute to the unreliability of a program to the same degree. If the software has failed because a fault has been detected that contributes significantly to unreliability, then there will be a correspondingly large increase in the reliability (reduction in the failure rate) when the fault is removed. Second, we can never be sure that we have removed a fault successfully; indeed, it is possible that some new fault has been introduced and the reliability of the program has been made worse. The result of these two effects is that the failure rate of a program changes in a random way as fault correction proceeds.

The Littlewood/Verrall model, unlike the other models discussed, takes account of both of these sources of uncertainty.

A.1.2 Littlewood/Verrall model assumptions

The following assumptions apply to the Littlewood/Verrall model:

— The software is operated during the collection of failure data in a manner that is similar to that for which predictions are to be made; the test environment is an accurate representation of the operational environment.

— The times between successive failures are conditionally independent exponentially distributed random variables.

A.1.3 Littlewood/Verrall model structure

This model treats the successive rates of occurrence of failures, as fault corrections take place, as random variables. It assumes the following in Equation (A.1):

\[ P(t, \lambda_i = \lambda) = \lambda e^{-\lambda t} \]  

(A.1)
The sequence of rates $\lambda_i$ is treated as a sequence of independent stochastically decreasing random variables. This reflects the likelihood, but not certainty, that a fault correction will be effective. It is assumed that

$$g(\lambda_i) = \frac{\Psi(i)^{\alpha - 1} e^{-\Psi(i)\lambda_i}}{\Gamma(\alpha)} \quad \text{for} \quad \lambda_i > 0$$

which is a gamma distribution with parameters $\alpha, \psi(i)$.

The function $\psi(i)$ should determine reliability growth. If, as is usually the case, $\psi(i)$ is an increasing function of $i$, $\Lambda_i$, forms a decreasing sequence. By setting $\psi(i)$ to either $\beta_0 + \beta_1 i$ or $\beta_0 + \beta_1 i^2$ and eliminating $\alpha$, Littlewood and Verrall present a method for estimating $\beta_0$ and $\beta_1$ based on maximum likelihood. By eliminating $\alpha$ from the likelihood equations, the estimate of $\alpha$ should be expressed as a function of the estimates of the other two parameters. See Farr [B11] and Littlewood and Verrall [B40] for details. The maximum likelihood calculation requires a numerical optimization routine, which is available in commercially available software, such as those found in Annex B.

Least squares estimates of the parameters $(\alpha, \beta_0, \beta_1)$ should be found by minimizing the following Equation (A.2):

$$S(\alpha, \beta_0, \beta_1) = \sum_{i=1}^{n} \left( X_i - \frac{\Psi(i)}{\alpha - 1} \right)^2$$

(A.2)

See Farr [B12] for further details.

A.1.4 Littlewood/Verrall limitations

The limitation is that the model cannot predict the number of faults remaining in the software.

A.1.5 Littlewood/Verrall data requirements

The only required data is either of the following:

- The time between failures, the $X_i$'s
- The time of the failure occurrences, $t_i = \sum_{j=1}^{i} X_j$

A.1.6 Littlewood/Verrall applications

The major model applications are described as follows. These are separate but related uses of the model that, in total, comprise an integrated reliability program.

- **Prediction**: Predicting future failures, fault corrections, and related quantities described in 5.3.1.6.1
- **Control**: Comparing prediction results with predefined goals and flagging software that fails to meet those goals
- **Assessment**: Determining what action to take for software that fails to meet goals (e.g., intensify inspection, intensify testing, redesign software, revise process). The formulation of test strategies is also part of assessment
Reliability predictions

Prediction of MTTF should be made as follows in Equation (A.3):

\[
\hat{MTTF} = \hat{E}(X_i) = \frac{\Psi(i)}{\alpha - 1}
\]  

(A.3)

Prediction of failure rate should be made as follows in Equation (A.4):

\[
\hat{\lambda}(t) = \frac{\alpha}{t + \Psi(i)}
\]  

(A.4)

Prediction of reliability should be made as follows in Equation (A.5):

\[
R(t) = P(T_i > t) = \Psi(i)^a [t + \Psi(i)]^{-\alpha}
\]  

(A.5)

A.1.7 Littlewood/Verrall implementation status and reference applications

The model has been implemented as part of the SMERFS. This model has also been implemented in the SRMP at the Center for Software Reliability in London, U.K., by Reliability and Statistical Consultants, Ltd. This package runs on a PC.

See the following references for examples of applications: Abdel-Ghaly et al. [B1], Kanoun and Sabourin [B34], and Mellor [B49].

A.2 Duane’s model

A.2.1 Duane’s model objectives

This model uses times of failure occurrences. The number of such occurrences considered per unit of time is assumed to follow an NHPP. This model was originally proposed by J. T. Duane who observed that the cumulative failure rate when plotted against the total testing time on log–log paper tended to follow a straight line. This model has had some success in its application (see Duane [B9]). It is best applied later in the testing phase and in the operational phase.

Duane’s model assumptions

The assumptions are as follows:

- The software is operated in a similar operational profile as the anticipated usage.
- The failure occurrences are independent.
- The cumulative number of failures at any time \( t \), \( [N(t)] \), follows a Poisson distribution with mean \( m(t) \). This mean is taken to be of the form \( m(t) = \lambda t^\alpha \).

A.2.2 Duane’s model structure

If \( m(t) = \lambda t^\alpha \) is plotted on log–log paper a straight line of the form \( Y = a + bX \) with \( a = \ln \lambda \), \( b = \beta \), and \( X = \ln t \) is obtained.
Maximum likelihood estimates are shown by Crow [B7] to be as follows:

\[
\hat{b} = \frac{a}{\sum_{i=1}^{n} \ln \left( \frac{t_{i}}{t_{n}} \right)} \quad \hat{\lambda} = \frac{n}{t_{n}^{b}}
\]

where the \( t_{i} \)'s are the observed failure times in either CPU time or wall clock time and \( n \) is the number of failures observed to date.

Least squares estimates for \( a \) and \( b \) of the straight line on log–log paper can be derived using recommended practice linear regression estimates.

**A.2.3 Duane's model data requirements**

The model requires the time of the failure occurrences, \( t_{i}, i = 1, \cdots, n \).

**A.3 Yamada, Ohba, Osaki s-shaped reliability model**

**A.3.1 S-shaped reliability growth model objectives**

This model uses times of failure occurrences. The number of occurrences per unit of time is assumed to follow an NHPP. This model was proposed by Yamada, Ohba, and Osaki [B76]. It is based upon Goel and Okumoto’s NHPP (see Goel and Okumoto [B17]). The difference is that the mean value function of the Poisson process is s-shaped. At the beginning of the testing phase, the fault detection rate is relatively flat but then increases exponentially as the testers become familiar with the program. Finally, it levels off near the end of testing as faults become more difficult to uncover.

**A.3.2 S-shaped reliability growth model assumptions**

The assumptions are as follows:

- The software is operated during test in a manner similar to anticipated usage.
- The failure occurrences are independent and random.
- The initial fault content is a random variable.
- The time between failure \( i-1 \) and failure \( i \) depends on the TTF of failure \( i-1 \).
- Each time a failure occurs, the fault which caused it is immediately removed, and no other faults are introduced.

**A.3.3 S-shaped reliability growth model structure**

The model structure is as follows in Equation (A.6):

\[
P \left( N_{t} = n \right) = \text{probability that the cumulative number of faults up to time } t, N_{t}, \text{ is equal to } n
\]

\[
= \frac{M(t)^{n} e^{-M(t)}}{n!}
\]

where \( n = 0, 1, \ldots, \) with
\( M(t) \) = the mean value function for the Poisson process
\[ = a(1 - (1 + bt)e^{-bt}) \text{ with both } a, b > 0 \] (A.7)
and with initial conditions \( M(0) = 0 \) and \( M(\infty) = a \).

Therefore, the fault detection rate is given as follows in Equation (A.8):
\[
\frac{dM(t)}{dt} = ab^2te^{-bt} \tag{A.8}
\]

Letting \( n_i, i = 1, \ldots, k \) be the cumulative number of faults found up to time \( t_i, i = 1, \ldots, k \), the maximum likelihood estimates for \( a \) and \( b \) are shown to satisfy the following in Equation (A.9) and Equation (A.10):
\[
\hat{a} = \frac{k}{\left(1 - (1 + \hat{b}t_k)e^{-\hat{b}t_k}\right)} \tag{A.9}
\]
\[
\hat{a}t_k^2e^{-\hat{b}t_k} = \sum \left[ \frac{(n_i - n_{i-1}) \left(t_ie^{-\hat{b}t_i} - t_{i-1}e^{-\hat{b}t_{i-1}}\right)}{\left(1 + \hat{b}t_{i-1}\right)e^{-\hat{b}t_{i-1}} - \left(1 + \hat{b}t_i\right)e^{-\hat{b}t_i}} \right] \tag{A.10}
\]

A.3.4 S-Shaped model data requirements
The model requires the failure times \( t_i, i = 1, \ldots, k \) as input data.

A.4 Jelinski/Moranda reliability growth model

A.4.1 Jelinski/Moranda model objectives
The basic idea behind this model is that failure occurrence rate is proportional to the number of faults remaining, the rate remains constant between failure detections, and the rate is reduced by the same amount after each fault is removed. The last idea means that the correction of each fault has the same effect in reducing the hazard rate (instantaneous failure rate) of the program.

A.4.2 Jelinski/Moranda model assumptions
The assumptions of the Jelinski/Moranda MODEL are as follows:
- The rate of failure detection is proportional to the current fault content of a program.
- All failures are equally likely to occur and are independent of each other.
- Failures have equal severity.
- The failure rate remains constant over the interval between failure occurrences.
- The software, during test, is operated in a similar manner as the anticipated operational usage.
- The faults are corrected immediately without introducing of new faults.
A.4.3 Jelinski/Moranda model structure

Using these assumptions, the hazard rate is defined as follows in Equation (A.11):

\[
    z(t) = \phi [N - (i - 1)]
\]  

(A.11)

where \( t \) is any time between the discovery of the \((i - 1)\)th failure and the \(i\)th failure. The quantity \( \phi \) is proportionality constant in the first assumption. \( N \) is the total number of faults initially in the program. Hence if \((i - 1)\) faults have been discovered by time \( t \), there are \( N - (i - 1) \) remaining faults. The hazard rate is proportional to the remaining faults. As faults are discovered, the hazard rate is reduced by the same amount, \( \phi \), each time.

If \( X_i = t_i - t_{i-1} \), the time between the discovery of the \(i\)th and the \((i - 1)\)th fault for \( i = 1, \ldots, n \), where \( t_0 = 0 \), the \( X_i \)'s are assumed to have an exponential distribution with hazard rate \( z(t_i) \). That is,

\[
    f(X_i) = f[N - (i - 1)]e^{-f[N - (i - 1)]X_i}.
\]

This leads to the maximum likelihood estimates of \( \phi \) and \( N \) as the solutions to the following Equation (A.12) and Equation (A.13):

\[
    \hat{\phi} = \frac{n}{\hat{N} \left( \sum_{i=1}^{n} X_i \right) - \sum_{i=1}^{n} (i - 1)X_i}
\]  

(A.12)

\[
    \sum_{i=1}^{n} \frac{1}{\hat{N} - (i - 1)} = \frac{n}{\hat{N} - \sum_{i=1}^{n} (i - 1)X_i} \sum_{i=1}^{n} X_i
\]  

(A.13)

A.4.4 Jelinski/Moranda model data requirements

The model may use either of the following as input data for parameter estimation:

- The time between failure occurrences, i.e., the \( X_i \)'s

- The total duration of the failure occurrences, \( t_i = \sum_{j=1}^{i} X_j \)
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Determining system reliability

This annex describes methods for combining hardware and SR predictions into a system prediction.

B.1 Predict reliability for systems comprised of (hardware and software) subsystems

A simple way of dealing with the reliability of a system comprised of hardware and software is to make a structural model of the system. The most common types of structural models are reliability block diagrams (reliability graphs) and reliability fault trees.

If the hardware and software modes of failure are independent, then the system reliability, \( R_S \), can be treated as the product of the hardware and software reliability, and a separate model can be made for the hardware and software. Consider the following example.

A railroad boxcar will be automatically identified by scanning its serial number (written in bar code form) as the car rolls past a major station on a railroad system. Software compares the number read with a database for match, no match, or partial match. A simplified hardware graph for the system is given in Figure B.1, and the hardware reliability, \( R(HW) \), in the following Equation (B.1):

\[
R(HW) = R_S \times R_C \times R_D \times RP
\]  

(B.1)

The software graph is shown in Figure B.2, the software reliability, \( R(SW) \), in Equation (B.2), and combining these equations, the system reliability \( R\text{SYSTEM} \) is given in Equation (B.3) as follows:

\[
R(SW) = R_F \times R_L \times R_D \times RA
\]  

(B.2)

\[
R\text{SYSTEM} = R(HW) \times R(SW)
\]  

(B.3)

In a more complex case, the hardware and software are not independent and a more complex model is needed. For example, consider a fault tolerant computer system with hardware failure probabilities \( C_1, C_2, \)
C3, the same software on each computer, with failure probabilities $SW_1^\prime$, $SW_2^\prime$, $SW_3^\prime$, respectively, and a majority voter $V$ (see Shooman [B71]). In the example, the voting algorithm $V$ would compare the outputs of $SW_1^\prime$, $SW_2^\prime$, and $SW_3^\prime$ and declare a “correct” output based on two or three out of three outputs being equal. If none of the outputs is equal, the default would be used, i.e., $SW_1^\prime$. Furthermore, assume that some of the failures are dependent. That is, for example, a hardware failure in $C_1$ causes a software failure in $SW_2^\prime$, or a software failure in $C_1$ causes a failure in $SW_2^\prime$; these software components appear in parallel in the graph model in Figure B.3. Some software failures [$SW^\prime$ in Equation (B.2)] are independent because this software is common to all computers. Therefore, failures in $SW^\prime$ are not dependent on failures occurring in the non common parts of the software. This is shown in Figure B.3 and Equation (B.2) as $SW^\prime$ in series with the parallel components.

$$R = [(C_1 \times SW_1^\prime + C_2 \times SW_2^\prime + C_3 \times SW_3^\prime) \times SW^\prime]$$

(B.4)

Figure B.3—Reliability graph for a fault tolerant computer system
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Using reliability models for developing test strategies

C.1 Allocating test resources

It is important for software organizations to have a strategy for testing; otherwise, test costs are likely to get out of control. Without a strategy, each module you test may be treated equally with respect to allocation of resources. Modules need to be treated unequally. That is, more test time, effort and funds should be allocated to the modules which have the highest predicted number of failures, \( F(t_1, t_2) \), during the interval \([t_1, t_2]\), where \([t_1, t_2]\) could be execution time or labor time (of testers) for a single module. In the remainder of this section, “time” means execution time. Use the convention that you make a prediction of failures at \( t_1 \) for a continuous interval with end-points \( t_1 + 1 \) and \( t_2 \).

The following sections describe how a reliability model can be used to predict \( F(t_1, t_2) \). The test strategy is the following:

Allocate test execution time to your modules in proportion to \( F(t_1, t_2) \)

Model parameters and predictions are updated based on observing the actual number of failures, \( X_{0,t_1} \), during \( 0,t_1 \). This is shown in Figure C.1, where you predict \( F(t_1, t_2) \), at \( t_1 \) during \([t_1, t_2]\), based on the model and \( X_{0,t_1} \). In this figure, \( t_m \) is total available test time for a single module. Note that it is possible to have \( t_2 = t_m \) (i.e., the prediction is made to the end of the test period).

![Figure C.1—Reliability prediction time scale](image)

Based on the updated predictions, test resources may be reallocated. Of course, it could be disruptive to the organization to reallocate too frequently. So, prediction and reallocation could occur at major milestones (i.e., formal review of test results).

Using the Schneidewind SR model (see 5.3.1) and the Space Shuttle Primary Avionics Software Subsystem as an example, the process of using prediction for allocating test resources is developed. Two parameters, \( \alpha \) and \( \beta \), which will be used in the following equations, are estimated by applying the model to \( X_{0,t_1} \). Once the parameters have been established, various quantities can be predicted to assist in allocating test resources, as shown in the following equations:

- The number of failures during \([0,t]\) follows in Equation (C.1):

\[
F(t) = \frac{\alpha}{\beta} \left(1 - e^{-\beta t}\right)
\]  
(C.1)
Using Equation (C.1) and Figure C.1, you can predict the number of failures during \([t_1, t_2]\) as follows in Equation (C.2):

\[
F(t_1, t_2) = \frac{\alpha}{\beta} \left(1 - e^{-\beta t_2}\right) - X_{0,t_1}
\]  

Also, the maximum number of failures during the life \((t = \infty)\) of the software can be predicted as follows in Equation (C.3):

\[
F(\infty) = \frac{\alpha}{\beta} + X_{\infty}
\]  

Using Equation (C.3), the maximum remaining number of failures at time \(t\) can be predicted as follows in Equation (C.4):

\[
RF(t) = \frac{\alpha}{\beta} + X_{\infty} - X(t)
\]

Given \(n\) modules, allocate test execution time periods \(T_i\) for each module \(i\) according to the following Equation (C.5):

\[
T_i = \frac{F_i(t_1, t_2) n (t_2 - t_1)}{\sum_{i=1}^{n} F_i(t_1, t_2)}
\]

In Equation (C.5), note that although predictions are made using Equation (C.2) for a single module, the total available test execution time \((n)(t_2 - t_1)\) is allocated for each module \(i\) across \(n\) modules. Use the same interval 0, 20 for each module to estimate \(\alpha\) and \(\beta\) and the same interval 20, 30 for each module to make predictions, but from then on a variable amount of test time \(T_i\) is used depending on the predictions.

Table C.1 and Table C.2 summarize the results of applying the model to the failure data for three Space Shuttle modules (OL). The modules are executed continuously, 24 h/day, day after day. For illustrative purposes, each period in the test interval is assumed to be equal to 30 days. After executing the modules during 0, 20, the SMERFS program was applied to the observed failure data during 0, 20 to obtain estimates of \(\alpha\) and \(\beta\). The total number of failures observed during 0, 20 and the estimated parameters are shown in Table C.1.

**Table C.1—Observed failures and model parameters**

<table>
<thead>
<tr>
<th>Module</th>
<th>(X(0,20)) failures</th>
<th>(\alpha)</th>
<th>(\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Module 1</td>
<td>12</td>
<td>1.69</td>
<td>0.13</td>
</tr>
<tr>
<td>Module 2</td>
<td>11</td>
<td>1.76</td>
<td>0.14</td>
</tr>
<tr>
<td>Module 3</td>
<td>10</td>
<td>0.68</td>
<td>0.03</td>
</tr>
</tbody>
</table>
Equation (C.2) was used to obtain the predictions in Table C.2 during 20, 30. The prediction of $F(20, 30)$ led to the prediction of $T$, the allocated number of test execution time periods. The number of additional failures that were subsequently observed, as testing continued during $20, 20 + T$, is shown as $X(20, 20 + T)$. Comparing Table C.1 with Table C.2, it can be seen that there is the possibility of additional failures occurring in Module 1 (0.95 failures) and Module 2 (0.50 failures), based on predicted maximum number of failures $F(\infty)$. That is, for these modules, $[X(0, 20) + X(20, 20 + T)] < F(\infty)$. Note that the actual $F(\infty)$ would only be known after all testing is complete and was not known at $20 + T$. Thus additional procedures are needed for deciding how long to test to reach a given number of remaining failures. A variant of this decision is the stopping rule (when to stop testing?). Making test decisions is discussed as follows in C.2.

### C.2 Making test decisions

In addition to allocating test resources, reliability prediction can be used to estimate the minimum total test execution time $t_2$ (i.e., interval $[0, t_2]$) necessary to reduce the predicted maximum number of remaining failures to $R(t_2)$. To do this, subtract Equation (C.1) from Equation (C.3), set the result equal to $R(t_2)$, and solve for $t_2$ as follows in Equation (C.6):

$$t_2 = \frac{1}{\beta} \ln \left( \frac{\alpha}{\beta R(t_2)} \right)$$

(C.6)

where $R(t_2)$ can be established from Equation (C.7) as follows:

$$R(t_2) = (p) \frac{\alpha}{\beta}$$

(C.7)

where $p$ is the desired fraction (percentage) of remaining failures at $t_2$. Substituting Equation (C.7) into Equation (C.6) gives Equation (C.8) as follows:

$$t_2 = \frac{1}{\beta} \ln \left( \frac{1}{p} \right)$$

(C.8)

Equation (C.8) is plotted for Module 1 and Module 2 in Figure C.2 for various values of $p$.

You can use Equation (C.8) as a rule to determine when to stop testing a given module.
Using Equation (C.8) and Figure C.2, you can produce Table C.3, which tells the following: the total minimum test execution time \( t_2 \) from time 0 to reach essentially 0 remaining failures [i.e., at \( p = 0.001 \) (0.1%)], the predicted remaining failures of 0.01295 and 0.01250 for Module 1 and Module 2, respectively (see Equation (C.7) and Table C.3); the additional test execution time beyond 20\( +T \) shown in Table C.3; and the actual amount of test time required, starting at 0, for the “last” failure to occur (this quantity comes from the data and not from prediction). You do not know that it is necessarily the last; you only know that it was the “last” after 64 periods (1910 days) and 44 periods (1314 days) for Module 1 and Module 2, respectively. So, \( t_2 = 52.9 \) and \( t_2 = 49.0 \) periods would constitute your stopping rule for Module 1 and Module 2, respectively. This procedure allows you to exercise control over software quality.

**Figure C.2—Execution time in periods needed to reach the desired fraction of remaining failures (Module 1: upper curve, Module 2: lower curve)**

**Table C.3—Test time to reach “0” remaining failures (\( p = 0.001 \))**

<table>
<thead>
<tr>
<th></th>
<th>( T_2 ) periods</th>
<th>Additional test time periods</th>
<th>Last failure found periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Module 1</td>
<td>52.9</td>
<td>45.3</td>
<td>64</td>
</tr>
<tr>
<td>Module 2</td>
<td>49.0</td>
<td>34.6</td>
<td>44</td>
</tr>
</tbody>
</table>
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Automated software reliability measurement tools

This annex contains Table D.1, which provides a list of the two most popular SR measurement tools.

<table>
<thead>
<tr>
<th>Supplier</th>
<th>Naval Surface Warfare Center (NSWC/DD)</th>
<th>Open Channel Foundation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool name</td>
<td>Statistical Modeling and Estimation of Reliability Functions for Software (SMERFS)</td>
<td>Computer Aided Software Reliability Estimation (CASRE)</td>
</tr>
<tr>
<td>Models</td>
<td>1. Littlewood/Verrall</td>
<td>1. Littlewood/Verrall</td>
</tr>
<tr>
<td></td>
<td>2. Musa basic</td>
<td>2. Musa basic</td>
</tr>
<tr>
<td></td>
<td>3. Musa/Okumoto</td>
<td>3. Musa/Okumoto</td>
</tr>
<tr>
<td></td>
<td>5. Execution time NHPP</td>
<td>5. Execution time NHPP</td>
</tr>
<tr>
<td></td>
<td>8. Schneidewind</td>
<td>8. Schneidewind</td>
</tr>
</tbody>
</table>

SMERFS is also available at http://www.slingcode.com/smerfs/.
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A comparison of constant, linearly decreasing, and exponentially decreasing models

This annex discusses constant, linearly decreasing, and exponentially decreasing error removal models and their associated reliability models. Various techniques are discussed for evaluating the model constants from error removal and test data. This annex also compares the three models and discusses simplified techniques that are useful for rapid evaluation during the first few months of testing. These techniques are also useful as a check even if more elaborate estimation techniques are to be used. This annex can also be a help to those who are new to the field of SR since the methods are more transparent and less mathematics is required.

The simplest model is the constant error removal model. However, if the removal rate stays constant after sufficient error debugging, all errors will be removed. We know this is not possible so the model is only useful early in the integration process where there are still many errors and the error removal process is mainly limited by the number of testing personnel. Still, the mathematics are simple and the model will probably be satisfactory for a few months of testing.

The linearly decreasing model is an improvement over the constant error removal model since it attempts to follow the observed fact that it becomes harder to find errors as testing progresses. This is probably due to the fact that the initial errors found are in program execution paths that are exercised in testing regular program features. Once these initial errors are found, the test cases must become more creative so that they exercise less common features and combinations of features to uncover additional errors. The problem with the linearly decreasing model is that eventually the error removal rate becomes zero. If the reliability function or the mean time between failures satisfies the software specifications before the error removal rate decreases to zero, the model should be satisfactory. There is always the possibility of starting with a constant error removal model for a few months if the error removal rate appears to be personnel-limited and later switching to a linearly decreasing error removal model.

The exponentially decreasing model is perhaps the best of the group since it eliminates the defects of the other two models—error removal rates declines and only goes to zero as the debugging time approaches infinity. The following example describes a simplified means of evaluating the constants of the exponentially decreasing error removal model. Of course, one could also use a constant error removal model for the first few months followed by an exponentially decreasing model.

E.1 A simplified means of early evaluation of the model parameters

In addition to the parameter estimation techniques given previously, least squares and maximum likelihood, there are simplified methods that are easier to use in the first month or two of integration testing. These simplified techniques are also useful as a check on the more complex methods and may provide additional insight.

Two sets of data are generally available—error removal data and simulation test data. Generally, there is more error removal data, thus such data should be used as much as possible. It is easiest to explain these methods by referring to an illustrative, hypothetical example, the software for a computer-controlled telescope. The requirements for the example are given as follows.

E.1.1 Requirements—Computerized telescope pointing and tracking system

Professional and advanced amateur telescopes have had computer-controlled pointing and tracking systems for many years. Around 1998, technology advanced to the point where a computer-controlled telescope
could be sold for $400 to $600. Such a telescope has good quality advanced optics, a rigid tripod with a compass and bubble level, a mounting system with drive motors about two axes, and a computerized hand controller about the size of a TV remote with an LCD screen and control buttons. Operation has three major modes: alignment, pointing, and tracking.

**E.1.1.1 Alignment**

To align the telescope, the user levels the tripod with the bubble level and points the telescope north using the compass. The user inputs the zip code and time. The computer determines a visible bright star, points the telescope toward it, and the user checks to see if the star is in the center of the view through the eyepiece. If not, small manual adjustments are made to center the image. This is repeated with two other stars and the telescope is then aligned.

**E.1.1.2 Pointing**

An advanced amateur can use a simple sky chart and their knowledge of the sky to aim the telescope at objects. However, most users will use the automatic system, especially in an urban location where the sky is not dark or clear. The user consults the controller database with 1500 objects and chooses a stored object such as a planet, star, or nebula using the controller. If the object is not visible, the information is displayed on the hand controller and a different selection is made. For a visible object, the controller provides drive signals to point the telescope at the object and the operator makes any final manual adjustments to center the image.

**E.1.1.3 Tracking**

Since the earth is rotating, the object drifts out of the visual field, within a fraction of a minute at high powers, and counter rotation about the two mounting axes is needed to stabilize the image. The computer in the hand controller generates these tracking inputs. One can use astrophotography to capture a picture of the stabilized image.

**E.1.1.4 Other functions**

Other functions store the objects viewed during a session, allow one to choose among objects in the database, and provide ways to turn off the drive signals for terrestrial viewing in manual mode. The controller can select a “tour of tonight’s best objects,” and if the user wants to know more about an object, the database can display details like distance, temperature, mass, and historical information.

**E.1.2 Reliability goals**

A good way to set an MTBF goal would be if we knew about the performance of previous computer-controlled telescope systems. Assuming we had field performance data for such systems along with subjective user ratings as to whether such systems performed with few errors or had significant bugs, we could set firm goals. However, let us assume that there are no such systems or we do not have access to field performance data. One could set the reliability goal by estimating how often the user could tolerate software error occurrence. Suppose that the skies are only clear enough for professional viewing 75% of the time and that a major telescope is scheduled for five days per week of viewing if the sky permits. If a viewing session is 6 h long, the telescope is in use $5 \times 4 \times 6 \times 0.75 = 90$ h/month. One would expect that one error per month might be acceptable, i.e., a 90 h MTBF for professional use. However, an amateur user would also consider the software annoying if one error per month occurred. Suppose that the amateur uses the telescope one night a week for 2 h. This accounts for poor viewing nights as well as availability of the viewer. Thus, 2 h per week times four weeks per month is 8 h, and one error per month is an 8 h MTBF for an amateur. Thus, somewhere in the range 8 h to 90 h MTBF would be an acceptable MTBF goal.
E.1.3 Reliability data

Let us assume that we have the following hypothetical error removal data for development of the telescope software: After two weeks, 50 errors are removed and after one month, 90 errors are removed. In addition, simulation test data was used after one month and in 10 h of testing, two errors occurred. Similarly, simulation test was performed after two months and in 8 h of testing one error was found. This data is used below to formulate a constant error removal model and an exponential decreasing error removal model.

E.1.3.1 Constant error removal model

Suppose we are to make a constant error removal model where the failure rate (hazard) is given by \( z(\tau) = k[E_T - \rho_0 \tau] \). The reliability function is given by \( R(t) = \exp(-k[E_T - \rho_0 \tau]t) \), and the mean time between failure function is given by \( MTBF = 1/k[E_T - \rho_0 \tau] \).

From the error removal data for the example, the error removal rate \( \rho_0 = 90 \) errors per month. Thus, one parameter has been evaluated. We can evaluate the other two parameters from the simulation test data by equating the MTBF function to the test data.

After one month \( MTBF = 10/2 = 5 = 1/k[E_T - 90 \times 1] \).

After two months \( MTBF = 8/1 = 8 = 1/k[E_T - 90 \times 2] \).

Dividing one equation by the other cancels \( k \) and allows one to solve for \( E_T \), yielding \( E_T = 330 \). Substitution of this value into the first equation yields \( k = 0.0008333 \) and \( 1/k = 1200 \).

The resulting functions are as follows in Equation (E.1), Equation (E.2), and Equation (E.3):

\[
\begin{align*}
z(\tau) &= k[E_T - \rho_0 \tau] = 0.0008333[330 - 90 \tau] \\
R(t) &= \exp(-k[E_T - \rho_0 \tau]) = \exp(-0.0008333[330 - 90 \tau]t) \\
MTBF &= 1/k[E_T - \rho_0 \tau] = 1200/[330 - 90 \tau]
\end{align*}
\]  

E.1.3.2 An exponentially decreasing error model

The equations for the exponentially decreasing error model are given as follows in Equation (E.4) through Equation (E.7):

\[
\begin{align*}
\text{Error removal model} & \quad E_r(\tau) = E_T e^{-\alpha \tau} \\
\text{Hazard (failure rate)} & \quad z(\tau) = kE_T e^{-\alpha \tau} \\
\text{Reliability function} & \quad R(t) = e^{-(kE_T e^{-\alpha t})t} \\
\text{MTBF} & \quad MTBF = \frac{1}{kE_T e^{-\alpha t}}
\end{align*}
\]  

The parameters to be estimated are \( E_T, \alpha \), and \( k \). The variable \( t \) is the operating time and the variable \( \tau \) is the number of months of testing. In the unusual and very fortunate case where the company has an extensive private reliability database, all the parameters can be initially estimated by choosing data from a few past similar models. Occasionally, enough data exists in the literature for initial evaluation. In the material to follow, we assume that no prior data exists, and we make early estimates of the three parameters from error removal and functional test data. Two approaches are possible—one based on matching error removal rates...
and the other on actual number of errors removed. (We will show shortly that the second procedure is preferable.)

**E.1.3.3 Matching rates**

Note that the data on errors removed per month is the error removal rate. Thus the error removal rate is the derivative of Equation (E.4):

\[
\dot{E}_r = \frac{d}{d\tau}[E_r(\tau)] = \frac{d}{d\tau}[E_r e^{-\alpha r}] = -\frac{E_r}{\alpha} e^{-\alpha r} \tag{E.8}
\]

Since errors are removed the error rate is negative, and substitution of a negative value for \(\dot{E}_r\) will cancel the negative sign in Equation (E.8). Suppose that we have error removal data for the first month, we can take the average value and assume that this occurs at the middle at 1/2 month, and substitute it in Equation (E.8) as follows in Equation (E.9):

\[
\dot{E}_r(1/2) = \frac{d}{d\tau}[E_r(1/2)] = -\frac{E_r}{\alpha} e^{-\alpha/2} \tag{E.9}
\]

After the second month we have another error removal value and we can assume that this occurs at mid interval = 3/2, yielding the following in Equation (E.10):

\[
\dot{E}_r(3/2) = \frac{d}{d\tau}[E_r(3/2)] = -\frac{E_r}{\alpha} e^{-3\alpha/2} \tag{E.10}
\]

Given Equation (E.9) and Equation (E.10), we can solve for the two constants. In our example, we have data for error removal for two weeks and four weeks not one month and two months, thus we will fit these values at the mid points after (1/4) and (1/2) months and Equation (E.9) and Equation (E.10) are fitted at (1/4) and (1/2) months. If we divide the two equations, we obtain the following in Equation (E.11):

\[
\frac{\dot{E}_r(1/4)}{\dot{E}_r(1/2)} = \frac{-\frac{E_r}{\alpha} e^{-\alpha/4}}{-\frac{E_r}{\alpha} e^{-\alpha/2}} = e^{-\alpha/4} \tag{E.11}
\]

If we take the natural log of both sides of Equation (E.11), we obtain a value for \(\alpha\) as follows in Equation (E.12) and Equation (E.13):

\[
\alpha = -4(\ln[\dot{E}_r(1/4)] - \ln[\dot{E}_r(1/2)]) \tag{E.12}
\]

\[
\alpha = -4(\ln[50/0.5] - \ln[90/1]) = 0.4214 \tag{E.13}
\]

Substituting this value of \(\alpha\) into Equation (E.9), where the error removal rate for 1/2 month is the average number of errors removed over the first month, 90 yields the following in Equation (E.14):

\[
\dot{E}_r(1/2) = -90 = -\frac{E_r}{0.4214} e^{-0.4214/2} \tag{E.14}
\]

Solving for ET yields 46.83. Note that this seems to be too small a value for \(E_r\) since one has already removed 90 errors from the software.

We now have only one more parameter to evaluate, \(k\). Using the simulation data and substituting into Equation (E.7) yields the following in Equation (E.15):
\[ 5 = \text{MTBF}(\tau = 1) = \frac{1}{k E_T e^{-\alpha \tau}} = \frac{1}{k (46.83 e^{-0.4214})} \]  
(E.15)

Solving for \( k \) we obtain

\[ k = 0.006509 \]  
(E.16)

\[ \text{MTBF} = \frac{1}{k E_T e^{-\alpha \tau}} = 3.2807 e^{0.4214\tau} \]  
(E.17)

We now evaluate the constants of the model using errors removed and not rates.

**E.1.3.4 Matching errors removed**

There is another simpler way to solve for the parameters of the exponential model. We start with Equation (E.4) and after two weeks the number of errors removed is as follows in Equation (E.18):

\[ 50 = E_T - E_T e^{-\alpha/2} \]  
(E.18)

and after 1 month as follows in Equation (E.19):

\[ 90 = E_T - E_T e^{-\alpha/1} \]  
(E.19)

Let \( e^{-\alpha/2} = x \), then \( e^{-\alpha} = x^2 \) and Equation (E.18) and Equation (E.19) become Equation (E.20) and Equation (E.21), respectively, as follows:

\[ 50 = E_T - E_T x \]  
(E.20)

\[ 90 = E_T - E_T x^2 \]  
(E.21)

Solving Equation (E.20) for \( x \) and substituting into Equation (E.21) yields the following in Equation (E.22):

\[ 90 = 50 \left[ \frac{1-x^2}{1-x} \right] \]  
(E.22)

Equation (E.22) is a quadratic equation in \( x \) as follows in Equation (E.23):

\[ x^2 - (9/5)x - (4/5) = 0 \]  
(E.23)

Solving for \( x \) yields the values \( x = 1 \) and \( x = 0.8 \). Equating these values to \( e^{-\alpha/2} \) and solving yields values for \( \alpha = 0 \) and 0.4463. Discarding the 0 value, and substituting \( \alpha = 0.4463 \) into Equation (E.18) yields a value of \( E_T = 250 \).

To evaluate \( k \), we equate the MTBF at one month to Equation (E.17). Thus, Equation (E.24) follows:

\[ \text{MTBF} = \frac{1}{k E_T e^{-\alpha \tau}} = 5 = \frac{1}{k 250 e^{-0.4463}} \]  
(E.24)

Solving for \( k \) yields 0.00125 and the MTBF becomes as follows in Equation (E.25):

\[ \text{MTBF} = 3.2 e^{0.4463\tau} \]  
(E.25)
E.1.4 Comparison of the three models

A simple means of comparing the three models is to plot the three MTBF functions and compare them. A comparison of the three functions is given in the table below:

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>Constant $[\text{Equation (E.3)}]$</th>
<th>Exponential no. 1 $[\text{Equation (E.17)}]$</th>
<th>Exponential no. 2 $[\text{Equation (E.25)}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$3.6$</td>
<td>$3.2807$</td>
<td>$3.2$</td>
</tr>
<tr>
<td>1</td>
<td>$5$</td>
<td>$5.0$</td>
<td>$5.0$</td>
</tr>
<tr>
<td>2</td>
<td>$8$</td>
<td>$7.62$</td>
<td>$7.81$</td>
</tr>
<tr>
<td>3</td>
<td>$20$</td>
<td>$11.62$</td>
<td>$12.2$</td>
</tr>
<tr>
<td>3.666</td>
<td>$\infty$</td>
<td>$15.38$</td>
<td>$16.4$</td>
</tr>
<tr>
<td>4</td>
<td>$\infty$</td>
<td>$17.70$</td>
<td>$19.1$</td>
</tr>
<tr>
<td>5</td>
<td>$\infty$</td>
<td>$26.98$</td>
<td>$29.8$</td>
</tr>
<tr>
<td>6</td>
<td>$\infty$</td>
<td>$41.12$</td>
<td>$46.6$</td>
</tr>
<tr>
<td>7</td>
<td>$\infty$</td>
<td>$62.67$</td>
<td>$72.8$</td>
</tr>
<tr>
<td>8</td>
<td>$\infty$</td>
<td>$95.51$</td>
<td>$113.7$</td>
</tr>
</tbody>
</table>

The MTBF function is plotted versus the test time for the three models—constant, exponential 1, exponential 2.

For the first few months, the three models give similar results. However, the constant error removal model becomes unrealistic after three months and the MTTF begins to approach infinity. The exponential models yield very similar graphs and are more realistic, and it takes about two months to reach a MTTF goal of 8 h, which was our goal for amateur usage. As was previously stated, the parameter determined for $E_T$ in the...
first exponential model is too low; however, the model does yield a proper MTBF function. Because of this anomaly, it seems that the second method of evaluating the model parameters using errors removed rather than removal rates is superior. It not only yields an MTBF curve that agrees with the data, but it also gives believable results for the error value, \( E_T \).

We now compare the values obtained for the parameter \( E_T \). For the constant error removal model this constant is 330. For the exponential model where we use the rate matching approach, \( E_T = 46.76 \), which is too low. For the second method, which is based on error matching, \( E_T = 250 \). If we had an extensive database, we could check this with other projects. However, lacking such data we use the values given by Shooman on pp. 323–329 of *Reliability of Computer Systems and Networks, Fault Tolerance, Analysis, and Design* [3] and by Musa on p. 116 of *Software Reliability Measurement, Prediction, Application* [54]. These data show that \( E_T \) is related to the SLOC, and is 0.006 to 0.02 of the SLOC value. From a student project for CS 607, Fall 2005 conducted by Maria Riviera and Vic Emile on a telescope hand controller design, the estimated value of SLOC was 13,038. Thus, \( 0.006 \times 13,038 < E_T < 0.02 \times 13,038 \), yielding \( 78 < E_T < 260 \), which agrees roughly with the value of 330 for the constant model and 250 for the second exponential model. Again, this shows that the value of 46.76 for the first exponential model is a poor value.

Our conclusion from this preliminary analysis is that it will take about two to three months to reach the MTBF goal of 8 h for amateur use and about eight months to reach a MTBF of 90 h, which is our professional goal. Remember the error removal data and the test data given above is HYPOTHETICAL data made up for the purposes of illustration. After several months of testing there will be more data and the least squares and maximum likelihood techniques can be used to give better estimates of the model parameters and to obtain more accurate predictions. For more details, see *Reliability of Computer Systems and Networks, Fault Tolerance, Analysis, and Design* [3] and *Software Failure Risk: Measurement and Management* [4].

### E.2 Supporting published material


---

In this annex, the numbers in brackets correspond to those of supporting published material in E.2.
Annex F

(informative)

Software reliability prediction tools prior to testing

Software failure rates are a function of the development process used. The more comprehensive and better the process is, the lower the fault density of the resulting code. There is an intuitive correlation between the development process used and the quality and reliability of the resulting code as shown in Figure F.1. The software development process is largely an assurance and bug removal process, and 80% of the development effort is spent removing bugs. The greater the process and assurance emphasis, the better the quality of the resulting code, which is shown in Figure F.1. Several operational, field data points have been found to support this relationship. The operational process capability is measured by several techniques (see Capability Maturity Model® (CMM®) [B6][9, 10, 11]). Process measures of operational process capability can be used to project the latent fault content of the developed code.

F.1 Keene’s development process prediction model (DPPM)

Figure F.1—Illustrating the relationship between process initiatives (capability) and operational reliability

Figure F.2 illustrates the defect density rate improves (decreases) as the development team’s capability improves. Also, the higher the maturity level, development organizations will have a more consistent process, resulting in a tighter distribution of the observed fault density and failure rate of the fielded code. They will have less outliers and have greater predictability of the latent fault rate.

The shipped defects are removed as they are discovered and resolved in the field. It has been shown fielded code can be expected to improve exponentially over time (Cole and Keene [3], Keene [5], Keene [6], “New System Reliability Assessment Method” [9]) until it reaches a plateau level when it stabilizes. Chillarege has reported failure data on a large operating system revealed the code stabilized after four years of deployment on the initial release and two years on subsequent releases (Chillarege [2]).

The projection of fault density according to the corresponding Software Engineering Institute (SEI) level is now shown in Table F.1. These fault density settings are based upon the author’s proprietary experience with a dozen programs. This spans all of the SEI categories, except for lacking a data point for SEI level-IV programs. The SEI level V is set based upon the Space Shuttle’s published performance.

---

9 Process improvement models that meet these criteria include the SEI CMM® model [B6].
10 Capability Maturity Model and CMM are registered in the U.S. Patent and Trademark Office by Carnegie Mellon University.
11 This information is given for the convenience of users and does not constitute an endorsement by the IEEE of these models. Equivalent models may be used if they can be shown to lead to the same results.
12 In this annex, the numbers in brackets correspond to those of supporting published material in F.5.
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The latent fault densities at shipment are shown as a function of the SEI development maturity level in Table F.1.

**Table F.1—Industry data prediction technique**

<table>
<thead>
<tr>
<th>SEI'S CMM level</th>
<th>Maturity profile Nov. 1996 542 Organizations</th>
<th>Design fault density faults/KSLOC (all severities)</th>
<th>Defect plateau level for 48 months after initial delivery or 24 months following subsequent deliveries</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Optimizing: 0.4%</td>
<td>0.5</td>
<td>1.5%</td>
</tr>
<tr>
<td>4</td>
<td>Managed: 1.3%</td>
<td>1.0</td>
<td>3.0%</td>
</tr>
<tr>
<td>3</td>
<td>Defined: 11.8%</td>
<td>2.0</td>
<td>5.0%</td>
</tr>
<tr>
<td>2</td>
<td>Repeatable: 19.6%</td>
<td>3.0</td>
<td>7.0%</td>
</tr>
<tr>
<td>1</td>
<td>Initial: 66.9%</td>
<td>5.0</td>
<td>10.0%</td>
</tr>
<tr>
<td>unrated</td>
<td>The remainder of companies</td>
<td>&gt;5.0</td>
<td>not estimated</td>
</tr>
</tbody>
</table>

Keene’s development process prediction model (DPPM) correlates the delivered latent fault content with the development process capability. This model can be used in the program planning stages to predict the operational SR. The model requires user inputs of the following parameters:

- Estimated KSLOCs of deliverable code
- SEI capability level of the development organization
- SEI capability level of the maintenance organization
- Estimated number of months to reach maturity after release (historical)
- Use hours per week of the code
- Percent fault activation (estimated parameter) represents the average percentage of seats of system users that are likely to experience a particular fault. This is especially important (much less than
100%) for widely deployed systems such as the operating system AIX that has over a million seats. This ratio appears to be a decreasing function over time that the software is in the field. The early-discovered faults tend to infect a larger ratio of the total systems. The later removed faults are more elusive and specialized to smaller domains, i.e., have a smaller, and stabilizing, fault activation ratio. A fault activation level of 100% applies when there is only one instance of the system.

— **Fault latency** is the expected number of times a failure is expected to reoccur before being removed from the system. It is a function of the time it takes to isolate a failure, design and test a fix, and field the fix that precludes its reoccurrence. The default on this parameter is as follows:

— SEI level V: Two reoccurrences
— SEI level III and level IV: Three reoccurrences
— SEI level I and level II: Five reoccurrences
— Percent severity 1 and severity 2 failures (historical)
— Estimated recovery time (MTTR) (historical)

### F.2 Rayleigh model

The Rayleigh model uses defect discovery rates from each development stage, i.e., requirements review, high level design inspection, etc., to refine the estimate the latent defect rate at code delivery. This model projects and refines the defect discovery profile improving the projection of the estimated number of defects to be found at each succeeding development stage up to product release. One popular implementation of the Rayleigh model is the software error estimation procedure (SWEEP) released by Systems and Software Consortium, Inc. (SSCI).

**NOTE**—For example, the executable code for the Rayleigh model is provided in *Metrics and Models in Software Quality Engineering* [4].

The input data are the defect discovery rates found during the following development stages: high level design, low level design, code and unit test, software integration, unit test and system test. The defect discovery profile is illustrated in Figure F.3.

The SWEEP model refines the initial Keene model process-based estimate. The Figure F.4 shows the reliability growth curve from the Keene model can be beneficially applied to the latent error estimate of the SWEEP model.

**NOTE 1**—The reliability estimate provided by the Keene model gives an early (in development) reliability estimate to SR. This initial estimate can next be subsequently refined by the Rayleigh model incorporating actual development data defect rates collected at each process stage of development, i.e., requirements, high level design, low level design, code, software integration and test, system test.

**NOTE 2**—The Rayleigh model’s projected latent defect density can then be extrapolated forward in time using the Keene model fault discovery and plateau profile. This is shown in Figure F.4 and explained in the following paragraph.

Figure F.4 illustrates the data fusion of the prediction models. Prior to the three steps in this process, there is a step involving an *a priori* estimate of the latent fault rate and its associated field failure rate of the code. This is accomplished by the Keene process based prediction model. Once the code is under development and subjected to inspections, reviews, and tests, the Rayleigh model can better map the actual projected defects. This prediction process is further tuned by applying the exponential fault discovery and removal profile of the Keene model.
Progressive Software Reliability Prediction

**Steps:**

1) Collect Data:
Get fault rates for defect data profile.

2) Curve fit:
Use Rayleigh Model to project latent fault density, $f_i$, at delivery.

3) Predict Steady-State MTBF:
Insert observed $f_i$ into Keene’s model for operational MTBF profile.

**Figure F.4—Progressive SR prediction**
F.3 Application of Keene and Rayleigh models

F.3.1 Software reliability estimates

The concerted application of the reliability models, DPPM, SWEEP, and CASRE, makes the best use of whatever data is available to predict the code reliability at the various stages of development. The reliability models in the CASRE tool suite are preferred for SR prediction, but these models require operational code. Their predictions are based upon intra fail times. The Keene DPPM provides an a priori reliability estimate that is largely based upon the capability level of the developing organization. It also provides a fault discovery and removal profile that converts the latent fault content at delivery to an observed user-experienced failure rate. The Rayleigh model correlates the rate of defects found throughout the development process to the expected latent error content. So the Keene model, the Rayleigh model, and the CASRE tool suite are progressively applied improving the failure rate estimate of the code.

The Keene DPPM gives the developing organization an early estimation of the risk that code will not meet reliability expectations or to assure the delivery of more reliable code. It applies more attention to the development history to better estimate the model parameters such as the expected failure latency of the code. The development organization can quantify its opportunity for delivering more reliable code by improving its development capability. Aerospace- and military-based companies usually know their SEI capability level so applying the Keene DPPM is a straightforward process. Commercial companies can look at the SEI CMM rating criteria and reasonably estimate their current capability level and also see what they can do to improve their process. There is the old axiom: “what gets measured, gets improved.” The Keene DPPM just quantifies the expected return of investment in terms of reliability improvement for investing in process improvement.

The SWEEP model allows the developer to critically examine the quality of his process prior to test. It makes use of the discovery rate of defects found in reviews and inspections throughout the development process. The projected latent defect content will be best when there is a lower profile of defects found and when the rate of defect discovery is peaked earlier in the development process.

The CASRE reliability tool suite gives the best estimate of operational reliability of the code since it is based upon observing actually operating code. There is a caveat here. Software improves during test as defects are exposed and removed. It is often said that “software learns to pass its tests.” This is true and also beneficial to the end user so long as the testing adequately represents the end user’s actual application. So the quality of the testing experience depends on how well the customer’s operational profile is known and replicated in the test suite. There is another limitation to basing the operational failure rate on actual test data. That is, the major problem of field failures lies in requirements deficiencies. The testing’s purpose is to verify that the code meets the product specifications. Requirements problems that escape the specification will not be caught in test. So each reliability prediction method has its limitations as well as its application strengths.

There is benefit in using all of these reliability models and combining the results as depicted in Figure F.4. They provide a reliability focus at each point in the development process.

F.3.2 Development process model

Government contractors have made use of the Keene DPPM for over a decade and have reported favorable results (Bentz and Smith [1], Peterson [7], Peterson et al. [8], Smith [10]) This model is best used in conjunction with SWEEP and CASRE as previously stated. The use of the model is straightforward and intuitive. It calls out experience factors for the developer to pay attention in the development process, such as the failure rate latency. The failure rate latency is the expected number of times a failure is likely to occur before it is isolated to a fault and that fault removed.
F.3.3 SWEEP predictions

The SWEEP model program, written by the Software Productivity Consortium, implements mathematical models to predict software fault rates. SWEEP uses software error data obtained from reviews, inspections, and testing throughout the development cycle to predict the succeeding number of errors that will be found later. It also estimates the latent fault content at delivery. SWEEP has the following three modes of operation: a time-based model, a phase-based model, and a planning aid. All three models use a two-parameter Rayleigh distribution to make predictions of the rate of discovery of the remaining defects in the software. SWEEP’s time-based model was used for this analysis because software was being coded, tested, integrated, and retested simultaneously. After testing began, software error data was obtained from software problem reports in real time and grouped into months. As suggested in the SWEEP User Manual, the number of problems per month was normalized to errors per 100 KSLOC to account for the fact that the amount of software being tested was increasing.

F.3.4 Combined results

To easily compare and integrate all the model results, they are plotted on one graph. Since all three models could provide estimates of software errors remaining, it was decided to plot this on the vertical axis. For the CASRE curve, the errors remaining were calculated by subtracting the software problems from CASRE’s estimate of the total number of errors. To match the SWEEP results, the CASRE results were also normalized to errors per 100 KSLOC. The development process model curve was easily plotted on the graph since it is based on errors per KSLOC. For the SWEEP curve, the errors remaining were calculated by subtracting the software problems from SWEEP’s prediction of the total number of errors present. Figure F.6 shows the results of all three models. The percentages shown indicate the fraction of the total lines of code that were present during periods before September 1997. Note that the CASRE and SWEEP actuals differ only because the CASRE and SWEEP estimates of the total number of errors are different. The development process model curve would be even closer to the others if a few months of testing had been assumed before starting it. At least in this case, it seems clear that SR can be predicted well before system integration testing.
The graph in Figure F.6 shows that the reliability models are trending in a similar pattern. The DPPM model (illustrated as the “Development Process Model” in that graph, underestimates the remaining software error content by approximately 30%. This error content may vary between developing organizations and between projects. There is an opportunity for developing organizations to pay attention to their modeling results and compare these to actual field reliability results. Several models can then be normalized or refined for better prediction capability.

© 1999 IEEE. Reprinted, with permission, from the IEEE and Samuel Keene (author), for his paper presented at the Tenth International Symposium on Software Reliability Engineering.

Figure F.6—Combined results for DDS tactical software problems by month

F.4 Summary

The Keene development process model provides a ready model to estimate fault content and the resulting failure rate distribution at requirements planning time. It rewards better process capability of the developing organization with lower fault content and projected better field failure rates. This model requires the developer to know some things about his released code experience to fill in all the model parameters. It is now being popularly applied by several defense and aerospace contractors.

The Rayleigh SWEEP model is useful in projecting the number of defects to be found at each development stage. This helps in resource planning and in setting the expectation for the number of faults to be uncovered at each phase. It uses the defect data discovery profile to refine the initial Keene model prediction, for projected latent defects at delivery.

Both the Keene DPPM and the SWEEP Rayleigh model are useful additions with the CASRE test suite. They round out the reliability prediction tool kit and provide a continuing reliability focus throughout the development cycle. This continuing reliability focus throughout the development process will promote delivering and assuring a more reliable software product.
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